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Abstract

Nowadays, data from various sources are gathered and stored in databases. The collection of the data does not give
significant impact, unless database owner conducts certain data analysis such as using data mining technigues to the databases.
Presently, the development of data mining techniques and algorithms provide significant benefits for information extraction
process in terms of the quality, accuracy and precision results. Realizing the fact that performing data mining tasks using some
available data mining algorithms may disclose sensitive information of data subject in the databases, an action to protect privacy
should be taken into account by the data owner. Therefore, privacy preserving data mining (PPDM) is becoming an emerging
field of study in data mining research group. The main purpose of PPDM is investigating the side effects of data mining methods
that originate from the penetration into the privacy of individuals and organizations. In addition, it guarantees the data miners
cannot reveal any personal sensitive information contained in a database, while at the same time data utility of a sanitized
database does not significantly differ from that of the original one. In this paper we present a comprehensive review of the
current PPDM techniques based onHaxonomy along with the challenges and future development of PPDM technigues.
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1 INT@DUC[‘ION between one variable with other variables in a database
In today’s era, data can be easily collected from such as regression, classification and time series
various sources and stored in various types of databases. analysis. On the other hand, descriptive model focuses
The collection of data in databases is meaningless until ~ ©n cxploring knowledge from databases. Scveral data
database owners conduct certain data analysis to Mining tasks that included in these models such as
exceweltemuelble information from the databases. In  clustering, —summarization, association rules and
general, data analysis is carried out to extract useful  Sequence discovery: L )
information from databases, more specifically when it is Nowadays, various data mining software have been
g:d to find hidden knowledge in the databases then it is developed and published in software market. However,
so called data mining. Data mining plays an important 1Ot all people or institutions have ability to utilize the
role in many applications such as business management, s‘()fl‘weu'e ilppl‘()pl‘iillel‘)’ due to lh; lilfik of resources and
keting analysis, and science exploration [1]. The limited kn()y\*le(‘]ge‘ in lhe‘ll]Sllll]l{()l]S. Recent tl:end
true value of data mining techniques does not reside ina shows that institutions prefer to hire or use services
set of complex algorithms; instead it resides in the from data mining company to mine their data. Handling
practical problems that it can help to solve [2]. There & raw data to other institutions is not encouraged since
are two categories of data mining models such as there might be some sensitive information related to the
predictive and descriptive. The predictive model aims to  institutions, their people or customers.
picture some predictions of a certain trend or correlation

Table 1. Patients data table

Name Birth date Post code Occupation Disease
John 1975/12/10 71794 Engineer Tuberculosis
Monna 1980/3/15 T1780 Accountant Dengue
Jane 1984/5/10 71794 Teacher Pneumonia
Matip 1977/2/12 71793 Engineer HIV
Mark 1978/8/16 71790 Programmer Pneunomia
Hardy 1981/11/1 71790 IT specialist Tuberculosis
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Figure 1. Taxonomy of PPDM techniques
In reality, a number of companies do notreally pay  databases have several attributes that can be

attention about the privacy issues residing in their
database and that results in serious privacy violation [3].
Therefore, in this situation the database owner should
have to be careful in handling the database to other
companies for mining process due to some data mining
tools may causes sensitive information breach [4]. In
another case, data recipients may also act as adversarial
parties who might unfairly use the database to disclose
sensitive information of individuals [5].

To gelle the possibility of such breaches a
solution called privacy preserving data mining (PPDM)
has been developed. Since the last decade, researchers
have been developed various privacy protection
methods to limit sensitive information leakage by
performing data sanitizing into databases. Therefore,
prior to sharing or handling a database to other parties
the data owners are encouraged to a privacy
preserving data mining (PPDM) algorithms with respect
to balance the trade-off between privacy and data utility.
In the context of PPDM, database owner knows in
advance the types of data mining tasks performed by
data miner.

There are three requirements that h()uld be
satisfied to design PPDM algorithms. The first and the
most important requirement is the entire sensitive values
or sensitive itemsets cannot be mined in the sanitized
database. While the second requirement is non-sensitive
values or itemsets in the original database should also
can be mined from the sanitized database. The last, the
difference between original database and the sanitized
database should be minimized. Obtaining a sanitized
database which achieves those three requirements is a
very difficult problem, and actually it has been proved
that the problem is NP-Hard [6]. Therefore, various
techniques with various settings have been proposed to
balance the trade-off and satisfy the requirements of
database @ners. Since the pioneering work in [7], [8]
and [9], several approaches have been proposed in the
PPDM area to deal with privacy in data mining.

II. PRIVACY PRESERVING PROBLEM

Prior to describing the classification of the PPDM
techniques, it is important to highlight the intuition why
the PPDM techniques need to be developed. In general,

distinguished into three different types such as key
attribute, public attribute and private or sensitive
elttribua[IO]. The key attribute contains information
which can be used to identify individuals, for example
user id, customer id or individuals name. The second
attribute holds information that accessible to authorized
people. In addition, this attribute may lead to
individual’s privacy breach if not adequately preserved.
The last attribute is the attribute which conserves
sensitive information and it should be well protected.

Let us consider a tabular database such as in Table
I which contains several records. The database consists
of several attributes that can be categorized into those
three. The key attribute of the database is name in which
this value directly refers to individuals, while birth date,
zip code and occupation are the public attributes. The
disease attribute is a sensitive attribute of the data table
and thus it should be protected.

The sensitive information breach is possible if one
who holds public attributes has a function for
constructing logical information to infer sensitive
information of an igividuell through data mining tools.
Therefore, PPDM investigates the side effects of data
mining methods that originate from the penetration into
the privacy of individuals and organizations[11].
Accodingly, to design a PPDM method which can
modify databases in such a way data miner could not
mfer individual sensitive information one should
consider various a trade-off between privacy and utility.
The problem which occurs due to the leak of
confidential information is refered as database inference
[12]. Additionally, the PPDM should also be able to
preserve similar data utility in the sanitized database
like that of the original one.

II1. CLASSIFICATION OF PPDM ALGORITHM

Currently, various Pﬂ)M techniques have been
proposed. The proposed algorithms can be categories
into three different groups based on the taxonomy
techniques namely reconstruction technique .,
cryptographic based technique and heuristic based
technique. The taxonomy techniques is represented in

re | while the strategy of the techniques is
described in Table 2.




Table 2. PPDM Methods and Their Properties

Classification Method Strategy

Reconstruction Additive noise Modelling noise addition
Microaggregation Replacing original values with aggregate value
Swapping Swapping values among records

Randomization Random noise Generating random value as a noise

Cryptographic Secure Multiparty Computing Semi-honest protocol
Homomorphic encryption Encryption

Heuristic Hiding sensitive items Replacing sensitive items with non-sensitive items
Item grouping Generating identical cluster with the same sub-itemset

3.1. RECONSTRUCTION BASED TECHNIQUES

Reconstruction  based techniques relies on
perturbing original values such that an adversarial data
miner could not find the original values and the
perturbed database maintains its statistical properties.
The method perturbs databases and recmducls their
data distribution in aggregate level to estimate
probability distribution of original values as a result the
databases  statistical properties does not deviate
drastically from that of the original one.

A. Perturbation Techniques

The main idea of data perturbation is delivering
modified database or sanitized database with additional
noise that does not result in significant different from an
original data mining results. This method achieves
privacy protection by modifying attributes value from a
database, such that private value cannot be
reconstructed or disclosed. A simple illustration of
perturbation is for example a database owner consider
an attribute says disease is sensitive, then he can decide
how much noise to add to the real value such that the
real value cannot be revealed. The amount of noise
totally depends on the data owner view, it can be
generated randomly  under certain  probability
distribution.

There are three types of perturbation technique in
PPDM such as additive noise, microaggregation and
rank swapping.

1) Additive Noise

As it is indicated by the name, additive noise hides
sensitive information by adding some values in a data
record or adding artificial records in a database. fithidea
of using additive noise to sanitize a database in privacy
preserving sensitive frequent itemset mining for
transaction data have been proposed in [13]. The
proposed method appends some artificial transactions
into original database. Initially, the method is
calculating the number of tremselcli()lﬂ;helt should be
added in the database, this called ximum safety
bound (MSB). Equation 1 represents the computation of
MSB.

Lmax(SB(-] = Ili‘il—m] +1 (1)
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The notation tmax(SBi) refers to the safety bound
of each sensitive itemset, while m is the number of
records contained in database ID and ||Si;| represents the

count of sensitive itcmsct the database ID Once the
Imax(SB;) is determined, the next step is counting the
number of items for each additional transaction th‘
based on standard normal distribution.

Another method for hiding frequent sensitive
itemset proposed in [14].Tn proposed method protects
sensitive frequent itemset by inserting noisy items in
certain transactions. The noisy items are selected based
on queue and random number generator. Moreover, if a
transaction has more items then the more noisy items
are generated and added in the transaction. Adding
some itemsets or artificial transactions data in a
database successfully protect frequent sensitive items
since it cannot be mined under the same defined
support.

Aiming to protect individual privacy in numerical
data [15] proposed individually adaptable two-phase
perturbation method. In this methods individuals are
granted a permission to choose their privacy level. The
method firstly perturb original database values using
random values generated from independent identically
distributed random variable. Following that, it splits
perturbed data in to several predetermined intervals.
User then chose any part of the split and choose a
privacy level e.g. top, high, medium, low. After
selecting the options, it adopts an interval length which
correspond to the selected privacy level. Finally
generating the perturbed values by sampling the interval
uniformly. These values are then dispatched to the data
miner.

An idea called select-a-size hemen proposed in
[16] to sanitize a database in privacy preserving
association rules mining for transaction data. The
proposed method employs uniform randomization to
generate random itemset of a transaction. The modified
itemset is sent to server and the server collect statistical
value of the modified transaction. Even tough the
algorithm is effective in protecting sensitive
information, it takes significant computation cost since
the method uses per-transaction strategy which
recursively computes the random value.

Adding noise into database is an effective way to
guarantee privacy protection in data mining process.
However, we should be carefully deciding the amount
of noise and the strategy to generate the noise since
quality of the sanitized database depends on it.

2)  Microaggregation

The underlying concept of microaggretation is
releasing a database with continuous values for a data
mining task i.e. clustering, where the original values are




replaced with values that generated from small original
values aggregates.

To genef?dd microaggregation from a database we
firstly define a number of groups g, each group contains
at least k records. The next phelsccellculelting the
average value for each attribute data for each group and
then replace its original averaged values with the
average value from each group. The challenge in
microagregation is finding optimal k-pmi()n. It should
maximizes homogeneity values within a group to reduce
information loss.

In the case when a database contains several
attributes, the microaggregation can be performed to
aggregate all the data in all attributes or it can also be
performed by dividing the attributes into several groups.
One of some migffaggregation methods that commonly
used is called Distance to Average Vector (MDAV)
[17]. Described in [I8] MDAV consists of six
sequential processes to generate microaggregate
database. The stepg§iek described as follows.

1) Calculate the average record b? of all records in
a database. Select the most distant record ]x,.
)m |2_.’ based on distant measurement e.g.
Euclidean distance.

2) Determine another most distant record Ii‘ from
the previous If

3) Generate two groups around b‘r and |x5 where
each group has k-1 closest records.

4) If there are at least 3 k records not belong to
any of those two groups, back to step 1-3 by
taking the rest of the non-grouped records as a

new database.

5) If there are between 3 k-1 and 2 k records do
not belong to any ofB)se two groups, do:

a. Calculate the average record |7? of the
remaining records.

b. Find the most distant record |x,- from |f

c¢. Generate a group containing h:,. and k-1
closest records to |,

d. Create another group consisting the rest
of records and end the algorithm

6) If there are less than 2 k records not belonging
to any group from the step 3, construct new
group containing those records and finish the
algorithm.

Microaggregation has been successfully
implemented for protecting privacy in query logs which
satisfies k-anonymity concept [19]. Since the query logs
contain several attributes such as query terms,
timestamps, domain name, some distance measurements
(Euclidean  distance, Levenshtein distance and
Hausdorff distance) were used to calculate aggregation
of those attributes values.

3)  Swapping

The main idea of data swapping is exchanging
sensitive values of a record to another record while at
the same time maintaining frequency counts. Originally
data swapping is developed to protect continuous and
categorical values. Data swapping firstly introduced in
[20] to protect a database from statistical disclosure.

One variant of data swapping called rank swapping,
hides sensitive values in categorical data and it is
successfully implemented for numerical data [21]. The
process of rank swapping can be briefly described as
follows:

1) Determine a gameter value, p.

2) An attribute values of a database is ranked in
ascending order.

3) Randomly select value of the attribute in a
record and swap it with another attribute value

m another record.

4) The rank of those two swapped values should
not differ by more than p% of the total number
of records in a database.

Several empirical studies such as iln22] argues that
rank swapping results in balance trade-off between
information loss and disclosure risk.

Perturbation based techniques are promising in
preserving original values from adversarial data miner.
However, some side effects occur when such techniques
are applied, for example the data truthfulness is no
longer hold. In some critical database such as health
record database this kind of side effect is not tolerate
since it may danger people's life.

3.2. RANDOMIZATION

Randomization is closely related to perturbation-
based technique since most of the perturbation
techniques especially for numerical database generates
additional noise using some randomization methods. To
achieve a sanitized database which protects privacy in
the database, the additional noise should be defined
carefully to preserve probability distribution of the
database. If we consider X is an original database, Y is
noise and Z is a sanitized database, then to generate Z
we straightforwardly compute IZ =X+Y.

The general concept of randomization can EE
reflected into several points. Initially we can assume a
database D contains a set of records X, where
X:{}xl‘..be}, N equals IDI. For each record Ixt- a noise b};
is added. The added noise (sz,‘..,yN) is generated
independently to result distorted database. Thus, the
database D contains values Z = |xT+|y1,..., lxN + Va.

In fact, other than additive strategy randomization
there is another variant called multiplicative strategy.
Random values for multiplicative strategy also can be
generated randomly. Another interesting part is
randomization can be applied in data-collection process
so that it is not necessary to use trusted machine for
performing data transformations. One important distinct
point between additive and multiplicati ve randomization
is that, in additive randomization the original aggregate
distribution can be reconstructed while in multiplicative
randomization not only aggregate distribution that can
be reconstructed but also more specific information
such as distant between original value and modified
value can be preserved.

Performing r{gfdmization strategy should also
consider balancing trade-off between privacy and utility
of a database. Therefore, an alternative solution to
achieve good quality sanitized database is generating
conditional noise which fits to values in the database.
The term conditional refers to a flexibility in modeling




randomization process. Thus, it indicates that there is
still challenge to design randomization technique which
preserves privacy and retains useful information.

3.3. CRYPTOGRAPHIC BASED TECHNIQUES

Different from the previous one cryptographic
based technique takes part in securing sensitive
information from a data mining task under distributed
computifed system. In general criptographic techniques
such as homomorphic encryption and secure multiparty
computation are used in this technique.

Cryptographic is a very dynamic research field in
computer science and mathematics. Presentluy, a lot of
cryptographic techniques have been developed and
successfully implemented in various areas of computer
science including PPDM. Therefore, it is not surprising
that this field attracts many researchers to utilize the
cryptographic  based techniques to design PPDM
methods for preserving privacy in databases.

A. Secure Multiparty Computation

One of the mostly used techniques in PPDM which
considers distributed system scenario is  Secure
Multiparty Computation (SMC). In this scenario, a data
owner wants other partner perform computation over a
database without revealing any private data in the
database. Generally, SMC-based approaches consider
semi-honest model where all involved parties
permanently obey the protocol.

Pioneering work which employed cryptographic
technique in set-valued database or transactional
database for association rule mining which horizontally
partitioned proposed in [23]. The proposed technique
consists of five steps. First, all the involved parties
should encrypt their itemsets using commutative
encryption schemes. Second, each party exchanges its
encrypted itemsets to another party. The party whose
receipt the encrypted itemsets should re-encrypt it.
Third, one party sends a token to another m*. The
token contains item frequency count and a random
variable to its neighbor. Forth, the neighbor then adds
its item frequency count and sends back the token to its
party. The last, comparing belgm the initiating party
and final one to know whether the final result is higher
than the defined threshold and its random value.

Another research in the same task also proposed in
[24nfhc technique is implemented to preserve privacy
for k-means clustering task over vertically partitioned

database. In every procedure of the clustering process,
each data point successfully and securely computed to
finds the smallest distant to its cluster center and mean
value.

B. Homomorphic Encryption

Another  research  for  protecting  private
information when linear regression model is performed
in a database has been proposed in [25]. The method
used fully homomorphic encryption schemes and
assumed that all involved partners are semi-honest.
Each independent attribute in the database is hold by
different individual.

To encrypt plaintext x from attribute values, the
method needs to perform a function
If : f(x)=(x+7p)c"%n. While to decrypt the
chitpper-text v, it needs to perform lx= f_l y) =
(6" y % p, where jn = px |g. both |p and |g are
prime, wh is a primitive root mod tn* C. In
addition, b‘ are positive integers less than |n while Ii is a
discrete logarithm,k)r = ¢ (mod n).

The following steps are the way of the proposed
algorithm achieve privacy preserving linear regression
model: é

1) A key generator (KG) sends public encryption
key and different private encryption keys to
each partner.

2) Each partner performs encryption to their
original data and sent the ciphertext result to
data miner. Since data miner has not private
decryption key, plaintext cannot be obtained.

3) Data miner perform calculation to generate
encrypted coefficient correlation value E

4) KG decrypts the coefficient correlation value
to  obtain the regression coefficient
correlation value W

Homomorphic encryption can also be implemented
in set-valued database to find frequent association rule
[26]. The scenario in that research assumes that there
are two parties who own horizontally partitioned
Zshibase |.DA and |DB, they want to determine the
interesting association rules from the combination of
their database |P = {Dy U Dg} without compromising
individual sensitive condition. All the parties have their
own secret number, later it will be used to encrypt the
number of their frequent itemset. The first stage is each
party |A and IB determine their global frequent itemset E
based on the given minimum support lS‘ To determine
whether itemset from |.¢4 and that from IB are frequent,
each party have to send the item counts to another party
in the following way:

1) Esel}ds its itemset count k'A and ||DA| to IB
2) also sends its itemset count k‘g and ||DB| to

3) Both |/'1 and IB privately compute whether the
itemsets are frequent using the following
equation (Eq. 2).

AE > — 6)
Da+Drl 100
One each party determined its frequent itemset,
then both parties should generate their global frequent
itemset |, .. The last step is generating association rule
from |L, using the given minimum confidence threshold
Both parties should spmeelch of their frequent
itemset into two parts to generate all possible
combinations of association rules from each itemset.
Even though the cryptographic schemes are quite
promising for guaranteeing privacy protection in
PPDM, it is still challenging to be implemented in a real
situation since databases for data mining process usually
have very large size which may lead to result in high
computation costs and time consuming.




C. Heuristic Based Techniques

Achieving sanitized database with respect to
preserve maximum data utility and maximum privacy
protection is hard problem [6]. Therefore, a lot of
heuristic approaches have been proposed to generate
sanitized databases with acceptable privacy protection
as well as retain enough data utility. An initial work
called Sanir which follows heuristic algorithm has been
proposed in [6]. The proposed method is specifically
designed to protect sensitive items in transactional
database.

Initially, Sanit generates a sorted graph of frequent
itemset in descending order based on the items support
value. Some sensitive items are then omitted from
several records while minimizing a side effect such as
frequent itemset lost. Aiming to hiding frequent
sensitive itemset in transactional database several
methods [27], [28]proposed heuristic method.

Different from the previous one, [27]proposed
heuristic method called Item Grouping Algorithm
(IGA). IGA groups itemsets into several identical
cluster where in each cluster itemsets share the same
sub-itemset. By performing such grouping IGA could
assign a victim item in each group. If there are
overlapping items among the groups, all the itemset in
overlapping area will be removed, as a result each group
only hold their distinct itemsets. Experimental results
show that IGA successfully reflice misses cost which
means sensitive itemset cannot be mined from sanitized
database while non-sensitive itemset can still be mined
in sanitized database.

Another heuristic technique for hiding sensitive
frequent itemset also has been proposed in [29] namely
Maximum Item leicl First (MICF). The method can
achieve sanitized database by removing sensitive items
so that it reduces the support value of the sensitive
items. There are several main steps in MICF such as
identifying sensitive transactions or records (transaction
containing sensitive itemset) from a database and
determine a part of the transactions to be sanitized. For
each sensitive transaction it decides an item to be
removed, called victim item and perform data
modification. The data modification result is re-written
in a memory as a sanitized database.

The proposed method in [28] assumes that data
owner has an ability to determine sensitive items in a
database and define a support threshold for frequent
itemset mining task. The hiding strategy firstly scan all
records in the database then records that contain
sensitive items are subjected to be modified while other
records without any sensitive items are kept as is. To
determine which sensitive items in a record that should
be removed, they propose degree sensitivity, si as a
boundary. Thus, any sensitive items which occurs more
than the si value will be omitted from lremselcti()n

In a situation where achieving exact result is NP-
hard, heuristic approach is an alternative solution to
generate a database which protect privacy and maintain
data utility. Although the results might not be optimal, it
usually applicable in real situation.

IV. MEASUREMENT

Generating  sanitized database which achieves
maximum privacy protecting and maintains data utility
for knowledge discovery is NP-hard problem.
Therefore, various techniques have been proposed since
the last decades in which it results in various
measurement techniques to evaluate the result of those
methods.

4.1. PRIVACY PROTECTION MEASUREMENT

To measure the privacy protection over a sanitized
database [7] proposed a quantification metric for
perlelli()n based technique. that is if a perturbed value
can be estimated under a confidence level L’.‘%which
belong to an interval [xu , then we can estimate the
privacy by subtracting [¥; to pty; with the confidence k %.

Measuring privacy in multiplicative random noise
has also been described in [30]. In this measurement, it
assumes that if ¢4 is a original attribute value and bCz is
the distorted value of the |x1, we can estimates the
original value using the following equation (Eq. 3).

Far(xl—xZI
Var (x1) (3)

Another important privacy measurement is called
hiding failure (HF) which firstly introduced in [27].
Thiﬁelsurﬁmcm plays an important role to quantify
the balance between privacy and knowledge discovery
in a deltelbelThc hiding failure calculates ratio
between the number of sensitive frequent pattern in
saniedd database that still can be mined HP(D') and
the number of that in the original database l#P(D), the
formula of calculating HF is described in the following
equation. A good data sanitization method woul@EEsult
in minimum percentage of HF. Therefore, since there is
a trade-off between privacy and data utility designing a
data sanitization method which can minimize HF or

even zero HF is still a challenge. To compute HF, one
can use the formula in Eq. 4.

__ #P(D")
}HF T #P(D) ™
4.2. UTILITY MEASUREMENT

Measuring data utility in PPDM should also be
taken into account since it represents the quality of a
sanitized database. It is further acknowledged in [31]
that there are no generic measurements to evaluate
utility in sanitized database. Therefore, various data
utility measurements have been proposed.

There are two important measurements to quantify
data utility in PPDM, the first is called Misses Cost
(MC) the second is Artificial Pattern (AP). MC
refers to the number of non-sensitive patterns that are
accidentally hidden due to performing PPDM algorithm.
The formula to compute MC is acd in Eq. 5, where
notations #P,s(D) and #P,s(D") denote the number of
non-sensitive patterns in an original database and that in
a sanitized database, respectively.




WC _ HPys(D)— #Pys(D) 5)
#Pns(D)

Mean while, AP represents the number of artificial
pattern that generated in sanitized database. Artificial
pattern refers tm occurrence  of patterns  that
previously does not exist in original database but it
becomes exist in the sanitized database.

|P(D)|=|P(D)nP(D")|
= — 6
)AP [P(D)| ©

Achieving lowest value or even zero of MC and AP
is desirable @4lesigning PPDM algorithm. However, we
should not that there is always trade-off between data
utility and privacy.

A measurement called missclassification error (|ME)
has also been proposed in [30] to evaluate the quality of
sanitized database’s for clustering task. |M5 is basically
measuring the number of information loss res by
clustering algorithms. Misscalssification error can be
computed using the following equation in Eq. 7.

1
My = <3E.(GODN-1CD)) )

The notation |N refers to the number of points in the
original database while | is the number of clusters.
||C,- (D)| and | C;(D")| represent the number of data point
in cluster f{th from original database and that in
sanitized database, respectively. Since data szmileam
somehow changes the values inside the database, it is
important to maintain the consistency of the clustering
results.

4.3. SIMMILARITY MEASUREMENT

Measuring similarity of a sanitized database should
also be tifIn into account since it represents the
closeness between an original database and sanitized
database. It is further believed that by knowing the
similarity between those to databases, data owner can
avoid disbelief from the database recipients [32].

To measure similarity in transactional database,
[33] proposed dissimilarity measurement (|Di$5). The
underlying idea of such measurement is comparing the
histogram frequency of items in an original database
with that of the sanitized one.

. IR, IFD@-r0'm)
= dim 8
}Dws T FD() ®)

As described in Eq. 8, [fD (i) represents frequency
mtem ﬁ in original database, whereas Ifo( i) refers to
frequency of item [ in sanitized database. It is
obvious that dissimilarity Détween original and sanitized
database should be minimized to provide acceptable
data similarity in knowledge discovery process.

V. RESEARCH OPPORTUNITIES

In today’s era where most people are connected to
the Internet and do their activity on-line in many
different ways individual privacy protection is an
interesting issue to be explored. It is generally known

that each individual may have different concern about
privacy, for example one may think that his political
view is sensitive information while some other do not
think so. Thus, developing some ideas to guarantee
individual privacy while does not change the general
data pattern is an interesting issue.

Looking from the fact that generated data in this era
e.g. mobile technology and 10T technology results in
types and abundant amount of data
designing distributed PPDM algorithms that resilient to
handle very large database with ensuring its
communication security and data integrity will be very
prominent in the future.

various size,

VI. CONCLUSION

PPDM is one of the field study in data mining area
which aims to protect private information in a database
that might be leaked during knowledge discovery
process. Various PPDM algorithms have been proposed
to not only ensuring privacy protection but also
maintaining data usefulness from a modified database.
However, there are still many areas to be explored.

Since each algorithm has its own design purpose,
none of the proposed algorithm can fit to protect privacy
from different mining tasks. The implementation of
PPDM algorithms should also consider the type of
databases that are used whether it is statistical database,
categorical database, or transactional database since
different types of databases need different treatments.

Even tough, some PPDM algorithms seems very
promising in protecting privacy and data utility based on
its empirical studies, we still need to ensure their
applicability and effectiveness with respect the
performance and computation costs due to data mining
tasks usually involves very large database.

Ensuring PPDM algorithms results is also another
important thing. Thus, various measurement tools have
also been suggested to evaluate performance of the
PPDM algorithms. However, utilizing one metric is not
adequate since there might be multiple parameters in a
database that should be evaluated. Moreover, the
proposed measurements tools are application specific as
a result, it is difficult to compare between the existing
PPDM techniques.
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