Author’s Response to the Review Comments
Journal
:
Jurnal Elektronika dan Telekomunikasi

Title of Paper
:
Data Augmentation using Adversarial Networks for Tea Diseases Detection.
We appreciate the time and efforts by the editor and referees in reviewing this manuscript. We have addressed all issues indicated in the review report, and believed that the revised version can meet the journal publication requirements. We have included the line numbers in the revised manuscript to help the reviewers identify our changes.
	Comment
	Response
	Location of Response in Revised Manuscript

	EDITOR’S COMMENTS
	
	

	1. DCNN demands large amount of data. The key question is was data
augmentation used in reference [1],[3],[4]-[7], what kind of data augmentation approach used in those references. Did they also use GAN and DCGAN?, what makes difference with this works?
	We have revised the paper based on this recommendation.
	Section: Introduction
Page(s) 1 paragraph(s) 4
Line(s) 5 (right)

	2. Typo p.1 : Gransforming data
	We have revised the typo based on this recommendation.
	Section: Introduction
Page(s) 2 paragraph(s) 2
Line(s) 15

	3. you is not common pronoun used in the manuscript
p.1 : "In addition to traditional methods, you can also use One of them is
generative adversarial networks (GAN)"

	We have revised the texts based on this recommendation.
	Section: Introduction
Page(s) 2 paragraph(s) 3
Line(s) 24

	4. What does this sentence mean?
p.2 : "GAN is proposed  GANs and their variants to get data augmentation"
	We have revised the texts based on this recommendation.
	Section: Introduction
Page(s) 2 paragraph(s) 3
Line(s) 25

	5. what are the computing specifications used to generate data , to train and to test the model.
	We have revised the paper based on this recommendation.

	Section: Experimental Setup
Page(s) 5.
Paragraph(s) 4
Line(s) 33

	6. From table 1 (DCGAN1000 and DCGAN2000), Increasing the number of data does not always improve the performance , what is the optimal number of data should be generated as a starting point, in this case is 1000, what if 500 number of augmentation data gives a better results than 1000?
	We think this paper only displays data that promises to be analyzed. 1000 and 2000 are used as cases because in these experiments the accuracy value is better than 500. The model succeeded in producing a new image that was almost close to the original data.

	No revision made.

	REVIEWER B COMMENTS
	
	

	The paper is well-written, there are still typos.
	We have revised the typos based on this recommendation.
	Section: Abstract
Page(s) 1 Paragraph(s) 1
Line(s) 3
Section: Introduction
Page(s) 2 paragraph(s) 2
Line(s) 15

Section: Introduction
Page(s) 2 paragraph(s) 2
Line(s) 24

	contribution is fair as it is about generating extra data using existing
methods i.e GAN and DCGAN
	We think reviewer B is clear with our paper
	No revision made

	REVIEWER C COMMENTS
	
	

	There are no comments from reviewer C.
	We think reviewer C is clear with our paper
	No revision made

	REVIEWER D COMMENTS
	
	

	In the abstract session, the background has been conveyed well, and the
method has specifically explained the steps of the research carried out. The
results of the study need to be stated quantitatively how much the increase
in performance with the proposed method when compared with the original data. Grammar needs to be fixed
	We have revised the paper based on this recommendation.
	Section: Abstract
Page(s) 1
Paragraph(s) 1
Line(s) 7


	The background and the problem in the Introduction session have been written
quite well. The research proposal section should be added with a description
of the novelty or advantages offered by the process carried out, for
example, there are certain methods carried out in the data preprocessing
section, not only mentioning this research using an algorithm architecture
that has been commonly used. 
Some indents in the paragraphs need to be fixed. In this session, there is no need to convey the results of the study.
	We have revised the paper based on this recommendation.
We have revised the paper based on this recommendation.
	Section: Introduction
Page(s) 2
Paragraph(s) 6
Line(s) 26 (right)
Section: Introduction.

	Data sources and methods developed have been clearly described. Each picture displayed must be given a description of the source of the acquisition of the image used, when using images from an external source. 
	We have revised the source of pictures based on this recommendation.
	1. AlexNet
Section: Proposed Method.
Page(s) 3
Paragraph(s) 3
Line(s) 16
2. DenseNet 
Section: Proposed Method.
Page(s) 3
Paragraph(s) 4
Line(s) 20
3. ResNet
Section: Proposed Method.
Page(s) 3
Paragraph(s) 5
Line(s) 12
4. Xception
Section: Proposed Method.
Page(s) 4
Paragraph(s) 1
Line(s) 8
5.Section: Result and discussion 
Page(s) 6
Paragraph(s) 2
Line(s) 17


	The final goal of the developed method is classification, it is necessary to outline in more detail the classification process that is applied. 
Add an explanation of what parameters can improve the accuracy of the detection results, so that one method is better than the other methods.
	We think that Figure 7 and the explanation for the Figure is clear enough.
We have revised the paper based on this recommendation.
	No revision made
Section:  Experiment setup.
Page(s) 5
Paragraph(s) 5
Line(s) 4 (right)

	Provide detailed picture descriptions for each image, and determine whether
Figure 9 will be displayed in the form of a table or figure. Improve the
writing of the Title throughout the Table, and give notes to explain the
highlighted part (Table 1).
	We think Figure 9 remains as a Figure not a Table. This makes it easier for us to understand the grouping of types of tea leaf diseases and the types of generative models
	No revision made

	The conclusion section does not convey the results of the research clearly, whether this research focuses on improving sample images or on improving the accuracy of detection, and how much change is given after the use of this method compared to existing methods.
	We have revised the paper based on this recommendation

We think the detailed explanation has been discussed in the results and discussion section, this concluding section only summarizes briefly and globally.

	Section: Conclusion
Page(s) 6
 


