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Abstract
[bookmark: _GoBack]ProvidingProviding an appropriate level of flow collection, relying on packet capturing or flow sampling method, is extremely hard due to various practical limitations and resources requirements. To address this challenge, tin this paper , weinvestigated a CDF (Cumulative Distribution Function)-based flow detection to decide between “known” and “unknown” flows. Therefore, a combined flow collection can be achieved to improve the collection’s efficiency by sampling only the known flows and capturing the remaining unknown flows. As a preliminary experiment, detecting known and unknown flows was conducted over a long period by calculatingwe attempt to detect known and unknown flows over a long period, by calculating the empirical CDF distance between each flow’s rate and overall packet’s rate distribution, called as FPR (Flow-to-Packet Ratio), with a threshold (FPRmin) based on a significant level of our observed data. The result shows that unknown flow is detected for most of the recommended significant level values.
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Introduction
Providing an appropriate level of flow collection, relying on either distributed with fully captured or centralized with sampled, is extremely hard due to various practical limitations and requirements in packet capturing and flow sampling [1]. Simple flow collections can be collected through some available packet capturing tools. However, for monitoring wide-area networks, the packets need to be replicated and sent to a single location. Then replicated packets are sent to the packet capturing tools, with or without match-based packet filtering process. Another way to enable flow collections is by using an agent that combines packet samples into datagramsdatagram and randomly samplsampleded according to a pre-defined sampling interval/ratio before sending the datagramsdatagram into the collector [2]. 
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)In this paper, flow is defined as a set of packets with a common property specified in the packet’s headers, known as the flowkey, which observed within a period. The packet capturing reflects exact flows being processed but only valid at that particular point and also known as a resource-consuming process. In contrast, the flow sampling is limited due to sub-optimal flow sampling ratio/interval. However, it has a unique global view of flows in the whole network and requires a minimum resource. So, there is a need to utilize combined methods that providing an appropriate level of flow collection and improving efficiency while still keeping the specific level of accuracy. Several sampling methods for network flow monitoring are proposed to address these needs. Providing efficient building blocks for sampling and large flow detecting by using OpenFLow based methods in SDN switch can be used in various monitoring application[application [3]. A double-sampling and hold-based approach that includes two sample process, hold, and early removal process is proposed to maximize the flow information in the given limited resources [4]. Another approach is modular and self-adaptive measurement architecture that consists of management, sampling, and network plane to accommodate the selection and configuration of sampling technique [5]. R. Hofstede et al. [6] explained a novel traffic monitoring approaches as well as improving efficiency in processing and storing the traffic data. They used protocols such as Netflow and IPFIX, to perform flow monitoring, including packet observation, flow metering and export, data collection, and the final stage is data analysis. However, it needs improvement by combining packet analysis and flow monitoring. Another work tried to estimate the number of bytes and packets of the flow by using Maximum Likelihood Estimation (MLE). The expected relative error is defined as  [7], means that avoiding flow sampling for achieving specific error, if the number of sampled flows is less than s. We can improve itsP performance can be improved byby  observing packet over a long period (not over short a time of sampling period) and counting the actual rate parameter (not only the packet count). 
In thisThis paper , wedescribe a decision problem to select an appropriate flow collection that combines two methods, flow sampling and packet capturing, by monitoring a CDF (Cumulative Distribution Function) of each flow over a long period, then comparing with overall packet’s characteristics. If the characteristic of flow is similar to the overall packet’s characteristic, then it can be decided that the flow and packet are closely related, and considered as a known flow. On the other side, if it is significantly different, the flow is considered as an unknown flow. The particular problem is described in section 2. The proposed design of the system model to decide a set of known and unknown flow with a pre-defined level of accuracy is described in section 3. It is followed by experimental simulation and analysis in section 4 and 5, respectively. Finally, we  conclude conclusion and the paper and provide several recommendations for future work are provided in section 6.
Problem Formulation
As mentioned in the previous section, a flow that closely related with overall packets characteristic can be considered as known flows as depicted in Figure. 1 (a) and (b). The flow can be collected by flow sampling for reducing the amount of collected data and resource requirement. The other flows with fixed-rate/packet size, suspicious flow, or wrong flow can be considered as unknown flow as depicted in Figure.  1 (c) and (d).

[image: ]
In tThis paper, we  observed a set of packet input over a pre-defined long-time period, and classify classifies them based on the specific attributes, which can be considered as flows. Then, weanalyzedthe statistical characteristic of the overall packet and flows were analyzed. For defining known or unknown flows, we need to compare the statistical relation between flow and overall packets were compared by measuring the distance between distributions for specific statistics parameter (e.g., rates or counts). Under pre-defined threshold (i.e., distance value) or expected level of accuracy (i.e., a probability of error), we can decide tthe flow fk can be decided into a set of known flows FN or unknown flows FU with (1).

(1)

System Design
 (
         
(a)
   
(b)
                     (c)
       
 
(d)
Figure 
1
. 
Probability Density Function (PDF) comparison for rate values distribution between packet and several classified flows;
 
(a) overall packet, (b) known flows (similar distribution shape with packet), (c) very small rate flow (suspicious traffic), and (d) 
fixed & small rate flow (abnormal traffic).
)[image: ]The proposed system design for calculating the CDF of the flow’s rate value over a long period is depicted in Figure. 2. This system helps us to distinguish known or unknown flows depending on the distribution distance between each flow’s rate and overall packet’s rate. Flow Classifier with pre-defined set of flowkey S (i.e., a combination of packet’s header information) practically groups the packet input  which contains all the flowkey in, into K number of flows. So, each flow’s rate over the time can be defined as in (2).

	, 	(2)



The essential point is a set of flowkey S with K number of flowkey elements, which generate exactly K number of flows.
Flow modeling tries to observe the flow rate’s value over a specific time and then models the observed value into CDF. First, we define random variable X is defined with the value of x1, x2, x3,…, xk to represent the observed rate values in bps (bit per second) for each flow f1, f2, f3,…, fK in the duration of Δt as defined in (3) and (4). The total number of observed rate values is N, so each random variable x1, x2, x3,, …,…, xk have N values.

		(3)

		(4)
Due to this randomness characteristic, flow’s or packet’s rate values may not be possible to approximate with a single type of distributions (e.g., normal or uniform distribution function). CDF-based characteristic is selected to analyze the observed rate values distribution over a specific time. In this work, we analyzed two types of CDF, nominal CDF, and empirical CDF were analyzed. Nominal CDF is used to analyze real-valued of packet/flow’s rate random variable, as defined in Xk. .It can denote as , so flow f1, f2, f3,…, fK have numerical distribution functions,,,…,. It is defined as in (5).

		(5)



Empirical CDF tries to estimate the distribution function of the packet/flow’s rate random variable based on real observed values from experiments. Rate random variable and empirical CDF can be denoted as Ẋk and, so flow f1, f2, f3,…, fK have empirical distribution functions ,, ,…,. , . If the number of observed rate values is N and a specific value of observed value is r, so  can be described in (6).


	(6)
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Figure 2. System model for detecting known and unknown flows.

where  is defined as the indicator specific observed rate value (i.e., event) of flow fk [8].
The ratio between each flow’s rates with the overall packet’s rates, called as FPR (Flow-to-Packet Ratio), is obtained using Kolmogorov-Smirnov Test (i.e., K-S Test) [9] for calculating a distance between empirical CDF of each flow and overall packet input. If flow’s rate distribution  also, packet’s rate distribution  for all observed values N, then the distance can be written in (7).

(7)
Flow Detector detects known flow or unknown flow by comparing the value of with a minimum ratio value, which may derive from a significant level that reflects a confidence level and the number of observed values of experiment results. Equation (8) is described the maximum distance between flow’s rate distribution and packet’s rate distribution with a number observed value Nk and Np for specific significant value α.

             (8)

where  is defined as in (9).
    
             		 (9)

By comparing  and, the detector updates the set of normal flows, and set of unknown flows, as shown in (10).


	          	(10)


FN can be easily collected by flow sampling because the flow’s rate is well-distributed or correlated with overall packet’s input rate. In contrast  need to be captured packet-by-packet, because the flow’s rate is suspicious or too small for sampling that may cause a sampling error. Symbols and notations used in the system are described in Table 1.



Table 1 Symbols and Notations

	Symbols
	Notation
	Description

	Feature
	S
	Set of flowkey whichcontained in the packet header (ip address, protocol, tcp port, others)

	Index
	t
	Indexes in the time domain

	
	k
	Indexes for classified flows

	
	n
	Indexes for observed rate values

	Number
	K
	Number of classified flows based on feature S

	
	N
	Number of observed rate values

	
	r
	Specific rate value

	Data
	p(S,t)
	Rate of packet input over time which containing all possible flowkeys (set of flowkey S)

	
	Cp
	Nominal cumulative distribution function (ncdf) of the packet input

	
	Ĉp
	Empirical cumulative distribution function (ecdf) of the packet input

	
	F
	Set of classified Flows

	
	fk(t)
	Rate of flow k over an observation period

	
	xk(tn)
	Observed rate value of flow k for tn + Δt

	
	xk
	The random variable of flow k for N observed values

	
	
	Nominal cumulative distribution function (ncdf) of flow k

	
	
	Empirical cumulative distribution function (ecdf) of flow k

	
	FPR
	Flow-to-packet ratio (Similar to SNR)

	
	FPRk
	Flow-to -packet ratio for flow k

	
	α
	The confidence level of Observed Data

	
	FPRmin
	Minimum flow-to-packet ratio to detect between Known and Unknown Flow

	
	FN
	Set of Known Flow (can be sampled)

	
	FU
	Set of Unknown Flow (need to be captured/inspected)



Experimental Simulations
ExperimentalExperimental simulation to collect observation data is conducted by generating a different type of packets with a different type of applications. CDF-based analysis requires data from packet-level monitoring as an initial observation data. The packets were captured and collected into the pcap-based file, and then were analyzed by using packet analyzing tools (i.e., Wireshark [10]) to geet filtereded packets based on specific flowkey (i.e., source IP, destination IP, and protocol) and generate a statistic report. This report is used to calculate the rate’s distribution for each flow and overall packets. As a preliminary experiment, we run three network testing tools, known as D-ITG (Distributed Internet Traffic Generator) [11] were used, to generate packets from three pairs of IP source and destination, which are considered as known flows. One port scanning tool, known as nmap [12], is used to generate attack packets from a single pair of IP source and destination, which are considered as unknown flows (i.e., suspicious flows). The known flows’ rates are expected to influence overall packet’s rate, so the rate’s distribution should be similar. The unknown flow’ss’ rate is very low because it sent only an initial packet of TCP communication (i.e., TCP sync message), so the rate’s distribution is different.

Table. 2 shows the number of captured packets during an observation period (i.e., 10 minutes) for a different type of applications. Set of packets from three network testing tools are classified as flow1, flow2, flow3, while a set of packets from port scanning tools is classified as an attack. Furthermore, we also observed another flow that isgenerated during the experiment. Table 1
Symbols and Notations
	Symbols
	Notation
	Description

	Feature
	S
	Set of flowkey which contained in the packet header (ip address, protocol, tcp port, others)

	Index
	t
	Indexes in the time domain

	
	k
	Indexes for classified flows

	
	n
	Indexes for observed rate values

	Number
	K
	Number of classified flows based on feature S

	
	N
	Number of observed rate values

	
	r
	Specific rate value

	Data
	p(S,t)
	Rate of packet input over time which containing all possible flowkeys (set of flowkey S)

	
	Cp
	Nominal cumulative distribution function (ncdf) of the packet input

	
	Ĉp
	Empirical cumulative distribution function (ecdf) of the packet input

	
	F
	Set of classified Flows

	
	fk(t)
	Rate of flow k over an observation period

	
	xk(tn)
	Observed rate value of flow k for tn + Δt

	
	xk
	The random variable of flow k for N observed values

	
	
	Nominal cumulative distribution function (ncdf) of flow k

	
	
	Empirical cumulative distribution function (ecdf) of flow k

	
	FPR
	Flow-to-packet ratio (Similar to SNR)

	
	FPRk
	Flow-to -packet ratio for flow k

	
	α
	The confidence level of Observed Data

	
	FPRmin
	Minimum flow-to-packet ratio to detect between Known and Unknown Flow

	
	FN
	Set of Known Flow (can be sampled)

	
	FU
	Set of Unknown Flow (need to be captured/inspected)


Table 2
Total Number of Captured Packets During Observation Period

	Flow
	FlowKey
	Number of Packets
	Number of Bytes

	Flow1
	172.16.1.13,172.16.1.10,tcp
	26512
	16836505

	Flow2
	172.16.1.6,172.16.1.8,tcp
	28617
	18383512

	Flow3
	172.16.1.12,172.16.1.14,udp
	8906
	5585816

	Attack
	172.16.1.102,172.16.1.16,tcp
	18611
	1079438

	Ethernet
	ff:ff:ff:ff:ff:ff,eth
	193
	15633



Table 2 shows the number of captured packets during an observation period (i.e., 10 minutes) for a different type of applications. Set of packets from three network testing tools are classified as flow1, flow2, flow3, while a set of packets from port scanning tools is classified as an attack. Furthermore, another flow generated during the experiment was also observed. This flow is considered as ethernetEthernet flow (use an Ethernet broadcast address as its destination), which is usually used by the host to send message to all hosts in the same Ethernet domain. Usually, ethernetEthernet flow should be happenhappeneded  very rarely and incidentally, but in this experiment, it wawass sent regularly to generate another type of flow that can be considered as unknown flow (i.e., abnormal flow).

Table 2 Total Number of Captured Packets During            Observation Period

	Flow
	FlowKey
	Number of Packets
	Number of Bytes

	Flow1
	172.16.1.13,172.16.1.10,tcp
	26512
	16836505

	Flow2
	172.16.1.6,172.16.1.8,tcp
	28617
	18383512

	Flow3
	172.16.1.12,172.16.1.14,udp
	8906
	5585816

	Attack
	172.16.1.102,172.16.1.16,tcp
	18611
	1079438

	Ethernet
	ff:ff:ff:ff:ff:ff,eth
	193
	15633



By leveraging packet-level monitoring for pcap-based raw observation data, we can also generate each flow’s rate graph and overall packet’s rate also can be generated during an observation period, as depicted in Fig.ure 3. 

[image: ]
Figure 3. Flow rate graph from packet-level monitoring.

Verification and Analysis
1. CDF-based Analysis
As a preliminary analysis of the result depicted in Figure.  4, we can analyze a numerical CDF of all classified flow’s rate and overall packet’s rate can be analyzed, which is calculated by using (Eq. 4). It is shown a comparison of numerical CDF for observed rate values from overall packets and classified flows. Network random generated flows flow1, flow2, flow3 are most likely to have a similar shape with the overall packet, which is similar to our expectation as described in the previous section while the attack and ethernet flows have different shapes due to a statistical characteristic of both flows. However, intuitivelintuitivelyy, a CDF characteristic of each flow has a far distance from the overall packet’s CDF characteristic. It may give inappropriate results in distance measurement between those two CDFs. So, we need to analyze an the empirical CDF need to anayzed, which is derived by measuring frequency counts of specific rate’s value from observed data, as formulated in Eq.( 5). Figure.  5 shows the empirical CDF comparison between all classified flow’s rate and overall packet’s rate. It intuitively describes the distribution distances between each flow and packet. Network random generated flows flow1, flow2, flow3 rate’s values have very close distance with the overall packet’s rate value, whilehile attack flow has far enough distance. UnfortunatelyUnfortunately, ethernet flow has a close distance with the overall packet’s rate value and it against our expectation.

[image: ]
Figure 4 Numerical CDF for observed rate values from overall packets and classified flows.

[image: ]
Figure 5 Empirical CDF for observed rate values from overall packets and classified flows.

1. Distance Measurement
For further analysis, the distance between those rate distributions need to be calculated bywe need to calculate the distance between those rate distributions by applying the Kolmogorov-Smirnov test (K-S test) [9], as formulated in Eq.( 6). However, the K-S test is only applied for empirical CDF because for nominal CDF, the distance between each flow’s distribution and overall packet’s rate distribution is intuitively very far. Thus, FPR value for each flow FPRk is obtained based on this distribution distance, called as K-S (Kolmogorov-Smirnov) distance. The summary of K-S distance from all flows is shown in Table 3.

Table 3 The summary of K-S Distances

	Flow
	K-S distance = FPRk
	P-value

	Flow1
	0.0284
	0.967

	Flow2
	0.0167
	1.000

	Flow3
	0.0584
	0.251

	Attack
	0.1018
	0.040

	Ethernet
	0.0184
	A. 1.000



1. Hypothesis Testing
Table 3 also gives hypothesis testinging [14] result that described on the P-values. By comparing P-value with a default significant level (α = 0.05), we it can be easily seen that K-S test results accept the null hypothesis (i.e., there is a similarity in the distribution) for all flows, except the attack flow. However, for further analysisanalysis  or detectinging  each flow and categorizing it into known or unknown flows, we need to make another hypothesis need to be made by comparing each K-S distance with a minimum distance value, denoted as FPRmin. As a preliminary test, we adopted different FPRmin was adopted, valued from critical values derived from significant level and several observed data as formulated in Eq.( 7). Table 4 shows the list of FPRmin for recommended significant level α as suggested by  reference [13] for the number observed data N equal to 600. 
[image: ]
Figure 3. Flow rate graph from packet-level monitoring.
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Figure 4. Numerical CDF for observed rate values from overall packets and classified flows.
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Figure 5. Empirical CDF for observed rate values from overall packets and classified flows.
Table 3
The Summary of K-S Distances

	Flow
	K-S distance = FPRk
	P-value

	Flow1
	0.0284
	0.967

	Flow2
	0.0167
	1.000

	Flow3
	0.0584
	0.251

	Attack
	0.1018
	0.040

	Ethernet
	0.0184
	1.000




Table 4
 The Minimum Distances for Different Significant Level

	B. Significant level (alpha)
	C. Minimum distance = FPRmin

	0.1
	0.07066

	0.05
	0.07841

	0.025
	0.08546

	0.01
	0.093971

	0.005
	0.099929

	0.001
	0.112553


Table 5
K-S Distance-based Detection Result 

	α
	FPRmin
	Flow1
	Flow2
	Flow3
	Attack
	Ethernet

	 0.1
	0.07066
	FN
	FN
	FN
	FU
	FN

	 0.05
	0.07841
	FN
	FN
	FN
	FU
	FN

	 0.025
	0.08546
	FN
	FN
	FN
	FU
	FN

	 0.01
	0.093971
	FN
	FN
	FN
	FU
	FN

	 0.005
	0.099929
	FN
	FN
	FN
	FU
	FN

	 0.001
	0.112553
	FN
	FN
	FN
	FN
	FN




By comparing each FPR in Table 3 with FPRmin in Table 4, we can generate another table to show detection results for all flows was generated. As depicted in Table 5, we can see show the summary of detection result for known flows FN and unknown flows FU with a different confidence level of observed data.

Table 5K-S distance-based Detection result 

	α
	FPRmin
	Flow1
	Flow2
	Flow3
	Attack
	Ethernet

	 0.1
	0.07066
	FN
	FN
	FN
	FU
	FN

	 0.05
	0.07841
	FN
	FN
	FN
	FU
	D. FN

	E.  0.025
	F. 0.08546
	G. FN
	H. FN
	I. FN
	J. FU
	K. FN

	L.  0.01
	M. 0.093971
	N. FN
	O. FN
	P. FN
	Q. FU
	R. FN

	S.  0.005
	T. 0.099929
	U. FN
	V. FN
	W. FN
	X. FU
	Y. FN

	Z.  0.001
	AA. 0.112553
	AB. FN
	AC. FN
	AD. FN
	AE. FN
	AF. FN



The detection result shows that our proposed method can consider attack flow as an “unknown” flow for almost all significant level α, except α = 0.001. This small value of significant level reflects a wide interval of confidence. Someome  references consider confidence level as 1 – α [14], so it can be said that our observed data is not achieved 99.9% of confidence level. It can be improved by increasing the number of observed data to decrease the value of FPRmin. However, the overall result shows that the unknown flow needs to be monitoreded  by packet capturing for further inspection and analysis. Noted that, ethernetEthernet flow is detected as “known” flow due to a few numbers of packet and consistency appearances during the observation period. It can be improved by reducing the granularity of the observation period, such as every 0.1 seconds (in this paper, the observation period is 1 second).

Comparison with Maximum Likelihood Estimator (MLE)
We also compare rRelative  sampling error in Maximum Likelihood Estimator (MLE) and confidence interval in the Kolmogorov-Smirnov test were also compared. It may give an initial idea about the value of relative error and confidence interval for the same observed packet’s data. MLE’s relative sampling error relies on the number of packet’s samples (depends on the sampling rate and ratio), , while the confidence interval relies on significant level (depends on the number of observation data). Finally, we can show an improvement in CDF-based analysis over MLE can be achieved, and hopefully, a similar accuracy result with the MLE.
Conclusion
In tThis paper, we describes an idea for CDF-based flow detection for network flow sampling and packet capturing. The result shows that the distance between flow’s and packet’s empirical CDF based rate distribution can be used to detect “known” and “unknown” flows with a most significant confidence level in distribution distance test. Known flows can be monitored using flow-level monitoring to reduce the overhead process, while unknown flows need to be captured packet-by-packet to increase accuracy. In the future, we canimplement this approach can be implemented to monitor network traffic in real-time.
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