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Abstract 

Diabetic retinopathy (DR) is a serious complication that can occur in individuals who have diabetes. This disease affects the 
blood vessels in the retina, a part of the eye that is important for vision. Early detection of DR is key to preventing further 
complications and saving the patient’s vision. The goal of Diabetic Retinopathy Debrecen Data Set Analysis is to get the best, most 
accurate results for medical professionals to receive appropriate Diabetic Retinopathy Debrecen prediction results through the 
stages of data collection, evaluation, and classification. Data is collected from existing secondary sources and then assessed using 
a deep neural network algorithm with various variations. The classification algorithm in this research uses the Python programming 
language to measure accuracy, F1-Score, precision, recall, and receiver operating characteristic (ROC) area under the curve (AUC). 
The test results show that the accuracy of the deep neural network algorithm is 79.94%, the F1 score reaches 79.16%, the precision 
is 79.58%, the recall is 79.60%, and the AUC is 79.56%. Thus, based on this research, the deep neural network data mining 
technique with variations of the four hidden layer encoder-decoder, sigmoid activation function, Adam optimizer, learning rate 
0.001, and dropout 0.2 is proven to be effective. When compared with other variations such as decoder-encoder, 3-8 hidden layers, 
learning rate 0.1 and 0.01, the average difference in values between this variation and the others are 0.07% accuracy, 2.03% F1 
score, 0.25% precision, 0.80% recall, and 0.90% AUC. Therefore, the deep neural network algorithm with the variation used shows 
significant dominance compared to other variations. 
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I. INTRODUCTION 

Diabetic retinopathy (DR) is a serious complication 
of diabetes that affects the blood vessels in the retina, a 
critical part of vision. DR is one of the main causes of 
blindness in adults worldwide [1]. 

Preventing further complications and saving the 
patient’s vision requires early detection of DR. However, 
manual diagnosis of DR by an ophthalmologist requires 
a large amount of time and expense and may be affected 
by human subjectivity. Ophthalmologists or medical 
professionals can receive assistance on how to determine 
patient survival using data mining techniques [2]. 

A procedure known as data mining combines several 
computer science specialists to find new patterns in 
enormous amounts of data. Techniques from database 
systems, statistics, machine learning, and artificial 
intelligence are used in this procedure. Devi and Rahayu 
[3] interpret data mining as automatically searching 
through data to generate models from huge databases [3]. 

Data mining can handle large volumes of data, often 
not managed by conventional methods. Data mining 
algorithms are designed to process large amounts of data 
quickly and efficiently. There are various functions, one 
of which is the classification function. Depending on the 
number of required classes, objects are grouped into 
many classes using the data processing approach of 
classification. Classification is a technique of finding a 
pattern that can separate one data class from another to 
determine which objects fall into a certain category by 
looking at the behavior and attributes of the groups that 
have been defined. This technique can clarify new data 
using the results to provide several rules. One technique 
that can be used to determine classification is deep 
learning [4]. 

In recent years, deep learning technology has 
demonstrated its ability to automate medical diagnosis 
processes, including DR detection from retinal images. 
This research aims to apply a deep learning approach to 
analyze the DR Debrecen dataset, which is a large dataset 
and has been used in various previous studies [5]. 

Previous research introduced a deep learning model 
that uses convolutional neural networks (CNN) to 
classify retinal images into five different DR classes [6]. 
This model achieved promising levels of accuracy and 
showed great potential for automatic DR detection. 

These researchers developed a deep learning system 
that is able to identify DR with a high level of accuracy 
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[7]. They used a large dataset to train their model and 
performed cross-institutional validation to test the 
generalization of the model. 

Research conducted by [8] created a deep learning 
model that can classify retinal images as normal or 
experiencing DR. The model achieved accuracy that 
competes with human diagnosis, showing potential for 
use in clinical practice. 

Another study by [9] focused on developing a deep 
learning algorithm for DR detection in retinal images 
taken with smartphones. They show that this technology 
can be integrated into broader healthcare systems to 
enable early detection of DR at the population level. 

Emerging problems, such as limitations in the 
amount and diversity of DR data, can result in difficulties 
in training models that can generalize well across a wide 
range of clinical conditions. Complex deep neural 
network (DNN) models may require large computational 
resources for training and inference and can complicate 
the interpretation of results. Biases in the dataset, such as 
differences in image quality or subject recruitment 
criteria, can affect model performance and generalization 
[10]. DNN models are frequently referred to as “black 
boxes” since it can be challenging to comprehend the 
logic underlying the model’s choices. This may weaken 
user confidence and make the clinical validation process 
more difficult. The integration of deep learning 
technologies in clinical practice requires compliance with 
appropriate data security standards, medical regulations, 
and information technology infrastructure [11]. 

The solution to this research problem is using deep 
learning technology, such as DNN, which can enable 
automatic detection of DR with a high level of accuracy, 
speed up the diagnosis process, and reduce dependence 
on human labor. Proper preprocessing on retinal image 
data, including intensity normalization, contrast 
enhancement, and data augmentation, can improve data 
quality and help models learn relevant features. Choosing 
a DNN architecture that suits the data and complexity of 
the problem and carefully tuning parameters can improve 
model performance and efficiency [12]. Performing 
cross-validation and testing on independent datasets can 
help measure model generalization and avoid overfitting. 
Building a model that can provide an interpretation of the 
decisions taken can increase medical practitioners’ 
trustworthiness and adoption of the model. 

As explained above, there has been no data mining 
research on Diabetic Retinopathy Debrecen data sets 
with the DNN algorithm; there is only image processing 
research for this dataset. Therefore, in this research, the 
focus is on comparing the results of variations of the 
DNN algorithm, which is the best way to assess the 
classification of Diabetic Retinopathy Debrecen data sets 
using the Python programming language by processing 
various DNN algorithms to get the best and most accurate 
results, medical professionals can receive Diabetic 
Retinopathy Debrecen prediction results. 

II. METHODS 
The model utilized the phases of dataset, 

preprocessing, feature selection, modeling, and model 
evaluation and was based on the Debrecen Diabetic 

Retinopathy research. Data collection from the UCI 
Irvine Machine Learning Repository site was the first 
step in this procedure, after which the data was 
transformed into preliminary data for processing. Next, 
the Python programming language was used to pick 
features. Testing using DNN methods and cross-
validation was the process’s next step. 

A. Research Phase 
Using a DNN technique, the modeling stage first 

preprocessed the categorical data to convert it to all 
numerical format before choosing which characteristics 
to employ in the data processing when modeling was 
entered for diabetic retinopathy. In order to cross-validate 
the preprocessed data for the classification process, it was 
split into training and testing sets [13]. The test data 
results were analyzed using the Python programming 
language and the DNN algorithm to produce the best 
accuracy and F1 score using three to eight variations of 
layers used on the data. This process came after 
processing the data from preprocessing, feature selection, 
modeling, and testing. An explanation of the research 
method step is provided in Figure 1. 

B. Implementation of Research Methods 
There were five steps involved in applying the 

Debrecen Diabetic Retinopathy Data Research Method: 

1) Dataset 
The Debrecen Diabetic Retinopathy study used 

secondary data, which was taken from researchers who 
had previously conducted similar research. The Debrecen 
Diabetic Retinopathy data has a total of 1151 attributes, 
including 1 class, taken from the UCI Irvine Machine 
Learning Repository [14] to find out data on Debrecen 
Diabetic Retinopathy sufferers. A categorization system 
with a high degree of predictability and accuracy was 
chosen to get around these issues and produce simpler, 
quicker, and more accurate results. Using versions of the 
DNN method with three to eight layers, this study can 

Figure 1. Research method stages. 
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produce precise values and high-level prediction 
outcomes. 

2) Preprocessing 
The data were analyzed and then used as a basis to 

identify data on diabetic retinopathy Debrecen by 
generating positive conditions or negative conditions for 
the diabetic retinopathy condition. A total of 1151 data 
points have been collected. Starting with the data 
preparation stage, the data type in the dataset attributes 
was then changed.  

After selecting the data, the next process was to 
check the data for missing values; this process is called 
data cleaning. 

3) Feature selection 
Determining the features that have the greatest 

influence on the Debrecen diabetic retinopathy data set is 
the feature selection stage. After performing feature 
selection, the next step was to divide the data using cross-
validation in the process of developing a DNN algorithm 
model with variations in the number of layers from 3 to 
8. 

4) Modeling 
In the modeling stage, predictions were made using 

the recommended algorithm. The recommended 
algorithm is a DNN with variations that include the use 
of three to eight depth layers, various activation 
functions, optimizers, and learning rate levels. This 
process was implemented using the Python programming 
language to measure accuracy, F1 score, precision, recall, 
and area under the curve (AUC) in the classification of 
data on diabetic retinopathy sufferers. 

a) An artificial neural network with numerous 
layers is called a DNN. A DNN often has more 
than three layers, which include an output layer, 
several hidden levels, and an input layer. In 
other words, DNN can be considered a variation 
of multilayer perceptron (MLP) with a larger 
number of layers. Due to the relatively large 
number of layers, this makes it a deep approach 
to the learning process. Deep learning is another 
term for the learning process in DNN [15]. The 
speech recognition field benefits from the deep 
learning approach’s superior network topology, 
being able to optimize a large number of 
parameters, and DNN capabilities, which are 
quite good in speech recognition and speed in 
understanding various languages and dialects 
[16]. 
Essentially, the implementation of deep learning 
involves the use of various very deep layers 
[17]. In each layer, nodes form a smaller 
network to produce decisions. At each layer that 
has these nodes, calculations were carried out 
starting from input variables (such as X1, X2, 
X3, ...... ..wn) [18].  

 Every input layer was linked to a weight, as seen 
in Figure 2. Equation (1) illustrates the formula 
that was employed [19]. 

 𝑍 = 𝑓(𝑥. 𝑏) = 𝑓(∑ 𝑥௜𝑤௜ + 𝑏௡௜ୀଵ  (1) 

Where Z is the output of the activation function, 
which is the final result of the neuron after 
calculating the given input and applying the 
activation function f, 
f(x \cdot b) is the activation function applied to 
the linear combination of the input x and the bias 
b. This activation function can be a sigmoid 
function, rectified linear unit (ReLU), or other 
activation function, which determines whether 
the neuron is “active” or not, 
Σ (Sigma) is the mathematical notation used to 
express summation. In this case, summing the 
results of each input xix_ixi multiplied by the 
weight wiw_iwi, 
x_i is the value of the i-th input (for example, a 
feature in the dataset or the input value from the 
previous layer), 
w_i is the weights or weight associated with the 
i-th input. This weight determines how much 
influence the input has on the neuron’s output, 
and b is biased, which is added to shift the 
summation result before it is applied to the 
activation function. Bias helps the model to 
make more flexible adjustments. 
So, overall, this formula describes the output of 
a neuron in an artificial neural network, where 
each input is multiplied by its weight, then 
summed together with the bias, and applied to 
the activation function. 

b) Activation Function 

The activation function must satisfy several 
important characteristics in the context of 
backpropagation networks. First, the activation 
function must be continuous, meaning it must 
exist and be computable at every point. Second, 
the activation function must be differentiable so 
that its derivative can be calculated. Finally, the 
activation function must be monotonically non-
decreasing, which means its value must not 
decrease as the input increases. In addition, for 
efficiency in calculations, it is desirable if the 
derivative of the activation function can be 
obtained easily, and the value of the derivative 
can be expressed in terms of the activation 
function itself. 
For example, the sigmoid activation function 
has a value range between 0 and 1, as shown in 
Figure 3, and this function is defined as an 
output with specific qualities that can be created 
from input by using the activation function. In 

X1

X2

X3

Xn

Σ f

b

Z

 
Figure 2. Illustration of the relationship between deep learning input 

and output. 
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this research, to make the output from neurons 
more measurable, there are two different 
versions of the activation function that are 
utilized: Sigmoid and ReLU [20], formulated in 
(2) and (3). 

 𝑓(𝑥) =  ଵଵାୣ୶୮ (ିఙ௫) (2) 

 with 

 𝑓(𝑥) = 𝜎𝑓(𝑥)[1 − 𝑓(𝑥)] (3) 

Where f(x) is the output of the sigmoid function, 
σ typically represents a constant scaling factor 
(often assumed to be 1 if not stated), 𝑒 is the base of the natural logarithm, and 𝑥 is the input to the function. 
The sigmoid function is commonly used in 
neural networks to map input values into a range 
between 0 and 1, making it useful for binary 
classification. 

c) Layer 

This component in DNN involves the first layer, 
which functions as an input layer that receives 
input data. Data from the input layer was then 
sent to a hidden layer of the DNN for 
processing. Lastly, binary nodes that generate 
decisions throughout the classification process 
make up the output layer [21]. This suggests that 
more hidden layers lead to a longer learning 
process while providing the networks with more 
accurate targets to match inputs. However, 
excessive modeling capacity can lead to 
overfitting problems [22]. 

d) Dropout 
Dropout is a technique used to prevent 
overfitting and can also speed up the learning 
process. It is important to tune the related 
hyperparameters to implement dropout 
effectively. Dropout refers to the process in 
which neurons in the hidden layer of a network 
are temporarily removed. In this context, the 
neurons to be deleted are randomly selected, and 
each neuron has a probability p between 0 and 
1.0. Implementing dropout means temporarily 
removing these neurons from the network [23]. 

e) Learning Rate 

The learning rate determines the extent of 
weights to be corrected throughout the training 
phase. The typical range for this learning rate 

value is zero (0) to one (1). As the learning rate 
value increases, the possibility of reaching the 
global minimum increases, but it should be 
noted that this can also cause non-convergence 
or difficulty in attaining the ideal outcome 
sought. Conversely, a smaller learning rate 
value increases the likelihood of achieving the 
minimum and converging. However, finding the 
best solution may take a while if the learning 
rate value is too little. Therefore, it is important 
to adjust hyperparameters to obtain appropriate 
learning rate values in model training [24]. 

f) Optimizer 

Various optimizer options were tested to 
achieve more responsive optimization and 
suited to the needs [25]. 
An optimizer is an algorithm used to optimize 
various parameters in a neural network, such as 
weights and learning rates, to reduce loss values 
[26]. Four types of optimizers are stochastic 
gradient descent (SGD), a deep learning model 
that is built from the Keras model, reduces the 
step size, and follows gradients to optimize 
functions [27]. SGD is extended by Adam 
(Adaptive Moment Estimation) [28]. Adagrad is 
a method that modifies stochastic gradient 
descent, incorporating varying learning rates for 
every parameter [26]. Each parameter’s learning 
rate is changed separately using a root mean 
square propagation (RMSProp) technique. The 
five optimizers have proven exceptionally 
effective in various deep-learning tasks [25]. 

g) Cross Validation (K-Fold)  
A model validation technique called cross-
validation is used to gauge how dependable the 
outcomes of the model analysis are. Following 
the initial data processing, the classification 
process applies the cross-validation technique 
by splitting the data into training and test sets 
[29]. The data partition utilized as training and 
test data is changed each time this test is run 
[30]. 
The model or algorithm is taught using a small 
portion of the learning data and then tested using 
another portion called validation data. The 
selection of the appropriate type of cross-
validation can depend on the dataset size; when 
computing time may be decreased without 
compromising estimation accuracy, K-fold 
cross-validation is employed [31]. 

h) Confusion Matrix 

Confusion matrices are an extremely helpful 
tool for examining discrimination in identifying 
components from various groups. This approach 
involves using an array of matrices representing 
the positive and negative classes. Using the 
confusion matrix, we can compute the accuracy, 
precision, recall, and error rate values during the 
evaluation phase. Reliability is the proportion of 

Figure 3. Sigmoid activation function. 
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accurately recognized cases to the total cases 
[32]. 
The accuracy is calculated using (4) to (6). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ்௉ା்ே்௉ା்ேାி௉ାிே       (4) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ்௉்௉ାி௉        (5) 

 𝑅𝑒𝑐𝑎𝑙𝑙 = ்௉்௉ାிே        (6) 

Where TP (True Positives) is the number of 
instances correctly predicted as positive. 
TN (True Negatives) is the number of instances 
correctly predicted as negative. 
FP (False Positives) is the number of instances 
incorrectly predicted as positive (also called 
Type I error), 
and FN (False Negatives) is the number of 
instances incorrectly predicted as negative (also 
called Type II error). 

j) Area Under Curve (AUC)  
AUC is a more holistic prediction evaluation 
metric when dealing with data imbalances. AUC 
provides an indication of classifier performance 
in scalar form and has been frequently used in 
situations where the class distribution is 
unbalanced. The AUC is calculated by 
measuring the area under the receiver operating 
characteristic (ROC) curve using (7) [33]. 

 𝐴𝑈𝐶 = (ଵା்௉ோ௔௧௘ିி௉ோ௔௧௘ଶ )           (7) 

Where TP Rate (True Positive Rate), also 
known as Recall, 
and FPRate (False Positive Rate) measures the 
proportion of actual negatives that were 
incorrectly predicted as positive. 

5) Evaluation 
In the evaluation stage, predictions are made using 

the DNN algorithm, with variations covering three to 
four front-depth layers, various activation functions, 
different optimizers, and varying learning rates. This step 
uses the Python programming language to assess the 
outcomes of accuracy, F1 score, precision, recall, and 
AUC values as a gauge of success and mistake rates. 

C. Data Collection Method 
Data collection methods can be grouped into two 

main sources: primary data and secondary data. Primary 
data is information obtained directly from the source, 
while secondary data is information obtained from 
research that other researchers have previously carried 
out in a similar context. In this study, researchers used 
secondary data from the Debrecen Diabetic Retinopathy 
Dataset obtained from the UC Irvine Machine Learning 
Repository. This dataset consists of 1151 records with 20 
attributes and 1 class attribute, as described in Table 1. 
 
 
 
 
 

TABLE 1 
DESCRIPTION OF DEBRECEN DIABETIC RETINOPATHY DATASET 

ATTRIBUTES 
Variable 

Name Role Type Description Missing 
Values

quality Feature Binary The binary result of 
quality assessment. 0 = 
bad quality 1 = sufficient 
quality. 

no 

pre_screening Feature Binary The binary result of pre-
screening, where 1 
indicates severe retinal 
abnormality and 0 its 
lack. 

no 

ma1 Feature Integer ma1 - ma-6 contain the 
results of MA detection. 
Each feature value stands 
for the number of MAs 
found at the confidence 
levels alpha = 0.5, . . . , 1, 
respectively. 

no 

ma2 Feature Integer no
ma3 Feature Integer no
ma4 Feature Integer no
ma5 Feature Integer no
ma6 Feature Integer no
exudate1 Feature Continuo

us 
exudate1 - exudate8 
contain the same 
information as 2-7) for 
exudates. However, as 
exudates are represented 
by a set of points rather 
than the number of pixels 
constructing the lesions, 
these features are 
normalized by dividing 
the number of lesions 
with the diameter of the 
ROI to compensate for 
different image sizes. 

no 

exudate2 Feature Continuo
us

  no 

exudate3 Feature Continuo
us

  no 

exudate3 Feature Continuo
us

  no 

exudate5 Feature Continuo
us

  no 

exudate6 Feature Continuo
us

  no 

exudate7 Feature Continuo
us

  no 

exudate8 Feature Continuo
us

  no 

macula_optic
disc_distance

Feature Continuo
us 

The Euclidean distance 
between the center of the 
macula and the center of 
the optic disc provides 
important information 
regarding the patient’s 
condition. This feature is 
also normalized with the 
diameter of the ROI. 

no 

opticdisc_dia
meter

Feature Continuo
us

The diameter of the optic 
disc. 

no 

am_fm_classi
fication 

Feature Binary The binary result of the 
AM/FM-based 
classification. 

no 

Class Target Binary Class label. 1 = contains 
signs of DR 
(Accumulative label for 
the Messidor classes 1, 2, 
3), 0 = no signs of DR.

no 
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III. RESULT AND DISCUSSION 
The results of this research include data processing 

procedures, both qualitative and quantitative, which were 
collected following the proposed model. This study 
covers all available data sets. Experiments and testing in 
this research involve data predictions using DNN 
algorithms. This experiment will be applied to a dataset 
that has gone through the validation stage after the 
preprocessing, feature selection, and modeling processes 
have been carried out using Google Colaboratory with 
the Python programming language. 

In a study using the Debrecen Diabetic Retinopathy 
Dataset, the application of a DNN algorithm resulted in 
various variations in the metric values used, as described 
below. 

A. Testing the Preprocessing Step 
The next step is to convert the attributes having a 

variable data type to an integer data type. This conversion 
is done so that data mining techniques using the Python 
programming language may be applied once the dataset 
has been processed by taking into account the attributes 
that match Table 1. After changing the attribute’s data 
type is complete, the next step is to clean the data. At this 
stage, an effort is made to check whether the data has 
missing values. 

B. Implementation of the Deep Neural Network 
Algorithm Model 
In the research experiments carried out, the accuracy 

rate in the Diabetic Retinopathy Debrecen Dataset 
reached 79.94% in Table 2. These results were obtained 
through calculations involving various variations of 
DNN algorithms. Specifically, this value is achieved 
when the DNN algorithm has 4 hidden layers with a 
decoder-encoder architecture, uses sigmoid function 
activation, an Adam optimizer with a learning rate of 
0.001, and a dropout of 0.2. 

Optimization involves setting parameters such as 
input data form, hidden layer variations, activation 
function, optimizer, learning rate, and dropout. 
Optimization is important because these five parameters 
significantly impact the accuracy and confusion matrix 
of the DNN algorithm. 

The values obtained from the DNN algorithm’s 
several model variants are displayed in Table 2. It is 
evident that research that has obtained acceptable 
accuracy levels has used the Debrecen Diabetic 
Retinopathy Dataset. Only a small amount separates the 
lowest accuracy result from the greatest accuracy figure, 
which is 79.94%. The following outcomes of modifying 
the model to include an activation function and four 
hidden layers in an encoder-decoder architecture were 
obtained: AUC was 79.56%, recall was 79.60%, 
precision was 79.58%, and F1 score was 79.16% in 
addition to accuracy. This minimizes overfitting by 
employing a sigmoid, Adam optimizer with a learning 
rate of 0.001 and a 0.2 dropout. 

In order to optimize the DNN algorithm, a model 
variation with four hidden layers that uses an encoder-
decoder architecture and applies a sigmoid activation 
function, an Adam optimizer with a learning rate of 0.001 

and dropout of 0.2 to overcome overfitting, and other 
factors are found to perform better than the other 
variations. 

With this particular model variant, the DNN 
algorithm achieved 79.94% accuracy, 79.16% F1 score, 
79.58% precision, 79.60% recall, and 79.56% AUC. 
When compared with other variations, the average 
difference in values between this variation and the others 
is 0.07% accuracy, 2.03% F1 score, 0.25% precision, 
0.80% recall, and 0.90% AUC. 

IV. CONCLUSION 
General findings of the research topic, namely feature 

selection, are carried out after cleaning and selecting data 
used in the preprocessing stage. When applied to the 
Diabetic Retinopathy Debrecen dataset, the DNN data 

TABLE 2 
RESEARCH RESULTS USING THE DEEP NEURAL NETWORK ALGORITHM 

Layers Learning 
Rate Accuracy F1 

Score Precision Recall AUC 

3 
Hidden 
Decod-
Encod

0.001 79.93% 81.53% 79.96% 79.70% 79.69%

3 
Hidden 
Encod-
Decod

0.001 79.41% 79.49% 79.67% 79.69% 79.70%

4 
Hidden 
Decod-
Encod 

0.001 79.94% 80.63% 79.90% 80.01% 80.00%

4 
Hidden 
Encod-
Decod

0.001 79.24% 79.16% 79.58% 79.60% 79.56%

5 
Hidden 
Decod-
Encod

0.001 79.41% 80.53% 79.33% 79.40% 79.35%

5 
Hidden 
Encod-
Decod

0.001 79.67% 79.72% 79.94% 79.96% 79.95%

6 
Hidden 
Decod-
Encod

0.01 77.76% 75.39% 80.52% 78.66% 78.65%

6 
Hidden 
Encod-
Decod

0.001 77.93% 76.22% 79.83% 78.67% 78.68%

7 
Hidden 
Decod-
Encod

0.001 77.59% 77.21% 78.13% 77.99% 77.98%

7 
Hidden 
Encod-
Decod

0.001 78.02% 77.87% 78.42% 78.37% 78.36%

8 
Hidden 
Decod-
Encod

0.001 77.59% 76.76% 78.50% 78.10% 78.11%

8 
Hidden 
Encod-
Decod

0.001 78.02% 77.56% 78.65% 78.44% 78.47%
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mining technique is an efficient algorithm that yields 
more accurate performance with a notable improvement 
in accuracy outcomes when compared to other folds. The 
research is conducted utilizing 10-fold cross-validation 
data. How precise the DNN algorithm with this model 
variation was able to reach 79.94%, while the F1 score 
reached 79.16%, precision of 79.58%, recall of 79.60%, 
and AUC of 79.56% with variations of four hidden layers 
encoder-decoder, sigmoid activation function, Adam 
optimizer, learning rate 0.001, and using dropout 02, 
which functions to prevent the occurrence of overfitting 
in the DNN process. When compared with other 
variations such as decoder-encoder, 3-8 hidden layers, 
learning rate 0.1 and 0.01, the average difference in 
values between this variation and the others is 0.07% 
accuracy, 2.03% F1 score, 0.25% precision, 0.80% recall, 
and 0.90% AUC. 
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