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Abstract

Many studies use radars for Human Activity Recognition (HAR), and numerous techniques for preprocessing FMCW
radar data have been explored to improve HAR performances. Our approach employs 1-D radar to classify four human activities,
i.e., walking, standing, crouching, and sitting. We use Fast Fourier Transform (FFT) and Short-Time Fourier Transform (STFT)
with Kaiser window to generate range-time and Doppler-time data from in-phase and quadrature (I/Q) radar signals. Common
belief considers that the choice of windowing parameters, i.e., window size and window shape represented by the beta parameter
in Kaiser window, has significant impacts on the performances of deep learning LSTM models, such as measured by the F1-score.
However, our study in this paper using t-tests statistical analysis shows otherwise. Our results consistently support the null
hypothesis, which means that variations in window size and window shape do not significantly affect the F1-score. In essence,
our findings underscore the robustness of our preprocessing methodology, emphasizing the stability and reliability of the selected
configurations. This research provides valuable insights into the preprocessing techniques for radar data in the context of human
activity recognition, enhancing the consistency and credibility of deep learning models in this domain.
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I. INTRODUCTION
Human Activity Recognition (HAR) is a system for

identifying, monitoring, and analyzing the behavior of a
person (or more) to infer the type of activity [1] .
Estimating and classifying human activity has proven
challenging since human activity is highly complex and
dynamic. HAR can be used in various applications, such
as smart environment, monitoring/surveillance for
security, remote health/telemedicine, assisted
living/aging-in-place, sports, and human-computer
interaction [2].

Conventional approaches to HAR using wearable
sensors, such as accelerometers, gyroscopes, and optical
sensors/oximetry, have several drawbacks, such as
discomfort due to being attached to the user’s body,
prone to damage due to contact, and it might be
unusable for users suffering from burns or injuries.
Camera-based HAR also has constraints since cameras
are sensitive to lighting and privacy aspects (e.g.,
monitoring in the bathroom or bedroom). Studies on
HAR using cameras can be found in [3]–[6] , while a
comprehensive survey on HAR with sensors other than

radar can be found in [7] and references therein.
This study uses a different approach with the aim of

overcoming the above constraints. Here, we use radar
instead of wearable sensors [2] . Radar can be used for
HAR with the advantages of being safe, contactless,
versatile, portable, and cheap [8] . Radar-based HAR
still relies heavily on preprocessing to represent data in
the form of spectrogram or micro-Doppler signature
(Doppler-Time). Spectrograms can reflect unique
patterns due to target movement [9]–[16]. Spectrograms
based on Short Time Fourier Transform (STFT) are
popular due to their low computational complexities
compared to other types of time-frequency (TF) analysis
[17].

In our previous studies, such as [18] and [19] ,
Frequency Modulated Continuous Wave (FMCW) radar
was used for HAR with preprocessing based on Fourier
Transform. It was applied both to fast time (one frame
of the received signal) to get beat frequencies which
correspond with target ranges and to slow time to
produce Doppler frequency for the same range [20]. The
resulting 2D data is range-time and range-Doppler,
which is then used as input for deep learning algorithms
using Convolutional Neural Networks (CNN).

In this paper, we explore Linear Time Frequency
(TF) Analysis with STFT applied to the slow time for
each range in radar data so that the physical
characteristics of the target, such as Doppler and micro-
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Doppler due to the movement of the human as a
function of time (Doppler-time) will be obtained in
more detail. The set of frames generated from the
preprocessing above is then formed into a sequence of
2D data matrices. The sequence will be used as input to
the deep learning algorithm, namely Long Short-Term
Memory (LSTM). Assuming the sequence is a time
series, LSTM can be used to capture temporal
information from sequential data. LSTM could learn
temporal dependencies on sequential data, which is
essential for classifying human activities.

It is widely known in signal processing, particularly
in spectral analysis, that the window size and window
shape of STFT will affect the accuracy of estimating
signal frequency spectrum (spectrogram) [21] . The
window size is related to the resolution of the
spectrogram. The larger the window size, the better the
resolution. However, using a larger window size
increases computational time [22], [23]. Meanwhile, the
window shape has an impact on the width of the main
lobe and how large the amplitude of the side lobe is
relative to the main lobe in the frequency domain. The
trade-off is that the side lobes' magnitude in relation to
the main lobe decreases as the main lobe grows wider,
and vice versa. For example, in a rectangular window,
the side lobes are wider than the main lobe, which
results in improved frequency resolution but higher
oscillations during frequency transitions.

On the contrary, the direct consequences of using
different window sizes and window shapes of the STFT
to HAR performances are rarely discussed in the
literature. Thus, investigating the effect of window size
and window shape of the STFT to HAR classification
performances is well-motivated. Several windows
functions are often used in STFT, such as rectangular,
Hamming, Hanning, Blackman, and Kaiser [24].
However, in this study, the Kaiser window function is
considered as a one-parameter family of window
functions. The Kaiser window with a parameter β is
used to represent window shapes that might be produced
from various existing window functions. By adjusting
the parameter and the window size of the STFT in the
radar data preprocessing, we aim to determine how
significant these variations affect the results when
feeding the data into a deep learning algorithm,
specifically an LSTM model for classifying human
activities. Here, we use the F1-score performance
measure to evaluate the variation of window size and
shape of STFT on the deep learning algorithm. This
study uses the t-test statistical method to decide whether
the effect of window size and shape on the F1-score is
significant or not.

We used uRAD FMCW Raspberry Pi v1.2 radar
[25], integrated with a Raspberry Pi 4 Model B, to
collect radar data. In general, our objective is to identify
the key parameters that yield meaningful results in
preprocessing FMCW radar data for subsequent
utilization in LSTM models. The study is a part of our
intensive investigations for searching the optimal
preprocessing configurations of FMCW radar data to
enhance its applicability in human activity recognition
using deep learning algorithms.

II. METHODS

The method employed in this study consists of three
phases, i.e., data acquisition, preprocessing, and deep
learning model training. The data acquisition involves
the collection of radar data, followed by preprocessing
to eliminate noise and clutter that are not related to
human activity and to extract essential range-time and
Doppler-time 2D data from the radar signals [2]. Lastly,
training the deep learning model is delivered by using
the pre-processed 2D data as the input. Overall, we used
Python programming language [26] , from radar data
acquisition with the Raspberry Pi 4 Model B to the
training of the deep learning model.

A. Data Acquisition
We utilized the uRAD Raspberry Pi v1.2 radar,

integrated into a Raspberry Pi 4 Model B, to collect raw
data signals. Table 1 provides the radar specifications.
The radar was configured in sawtooth mode, with an �0
24.045 GHz and a signal bandwidth of 200 MHz [25] .
We use sawtooth mode to acquire this range data. The
radar was programmed to generate 30 frames per second
(fps) with 50 samples for each frame. The output data
consists of complex signals represented as In-phase (I)
and Quadrature (Q) components [27].

The radar was positioned 2 meters from a human
target, as illustrated in Figure 1. Activities were
conducted inside a detection area, and we used a chair
to simulate sitting scenarios (not shown).

TABLE 1. SPECIFICATION OF URAD RASPBERRY PI 4 MODEL B
Specifications

Frequency 24—24,25 GHz ISM
Field of view ± 15 deg
connector Raspberry pins
Voltage 5V
Current 170 mA

Distance accuracy ±4 cm or 0.3%
Velocity accuracy 0.05 m/s

Figure 1. Radar Placement and Human Target, the Box Represents
Area for the Target Movement (Detection Area).
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The scenario for human activity includes walking,
standing, sitting, and crouching, as detailed in Table 2.
Three participants were involved, following a
prescribed sequence of movements for the respective
scenario within the 30-second intervals. Thus, each
participant performed activities for 120 seconds.
Subsequently, the collected data from each participant
was combined, along with the empty datasets, to create
a dataset where participants were outside the radar's
detection range. This resulted in a dataset comprising
14400 rows and 51 columns (14400×51), with the last
columns being the label of the data. Figure 2 provides a
visualization of the data in CSV format.

B. Preprocessing method
We applied some preprocessing steps to refine the

acquired radar data, isolating the relevant information
pertaining to HAR. The preprocessing includes several
key steps, i.e., ADC scaling, DC component removal,
Static Clutter removal, FFT and STFT. Figure 3
illustrates the sequence of the preprocessing steps
before applying a deep learning algorithm, namely Bi-
LSTM. We use the Numpy library to apply the
preprocessing steps [28].

Our preprocessing pipeline begins with ADC scaling,
a pivotal step aimed at normalizing raw signal data from
the uRAD Raspberry Pi v1.2 radar to 12 bits. This
normalization process is essential to align the data
within a range of 0 – 4095, corresponding to the actual
voltage of the signal, given that the ADC value of the
Raspberry Pi 4 Model B operates at 3.3 V [29].

Equation (1) is applied to facilitate this data
normalization.

� =
���

������������
× ����, (1)

where ��� ∈ [0, 4095] is a sample, ���� is a reference
voltage 3.3 V, ������������ = 4096.

After data scaling, we apply Fast-Fourier Transform
(FFT) to the data � in each row to extract beat
frequencies which correspond to range information
(range bin) of the objects perceived by the radar [7] ,
using Equation (2).

�� =
�=0

��−1

�� � �−�2� �
��

� , (2)

� = 0, 1, 2, …, � − 1 is frequency or range bin index,
and � ≥ �� is the FFT size. By accumulating �� as a
baseband signal over a coherent processing interval ��
(�� number of frames), we get the change in distance of
an object in the respective interval. Note that we use
Equation (3) to get the distance � (in meter) from the
frequency index [25].

� � = 75 ×
��

��
×

�
� , (3)

where BW denotes bandwidth of signal. The output of
the FFT is 2D dataset represent range-time data.

DC component removal is done over range bin
(� = 0, 1, 2, …, � − 1) to eliminate the DC component,
which is contributed by the GPIO pin of the Raspberry
Pi 4 Model B [29] . Equation (4) serves as the
mechanism for eliminating this DC value.

��� = ��� −
1
�

�=0

�−1

��,� (4)

where ��� = �0, �1, �2, …, ��−1 represents each row
in the data frame of Figure 2 after the FFT in (2), and
��� = �0, �1, �2, …, ��−1 . Following DC component
removal, static clutter suppression is delivered to
remove clutter for each range bin over the intervals ��
from the surrounding environment, such as static objects
like walls within the room, using Equation (5).

��� = ��� −
1
�� �=0

��−1

��� , (5)

where ��� = �0, �1, �2, …, ���−1 and ��� =
�0, �1, �2, …, ���−1 .
Furthermore, we employ STFT for each range bin

along the time axis using Kaiser windowing functions.
Equation (6) outlines the application of STFT with the
chosen window � � .

TABLE 2. SCENARIO OF HUMAN ACTIVITIES

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Walking Crouching Standing Walking
Crouching Walking Walking Standing
Standing Sitting Sitting Crouching
Sitting Standing Crouching Sitting

Figure 2. Visualization of Data Frame

Figure 3. Preprocessing Steps
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Figure 4. Preprocessing Using FFT and STFT

� �, � =
�=0

�−1

� � + �� � � �−�2��
�[�]� , (6)

where � = 0, 1, …, �
2
is the frequency index, and � is the

window size. Here, � = 0,1, …, � represents time index,
and � is the maximum time index such that the
window's time range is fully contained in the signal's
time range. Equation (6) introduces parameter � ,
referred to as stride, which determines the step size in
which the window is to be shifted across the signal.

Figure 4 shows how FFT and STFT are being
applied to produce 3D data in range, time, and Doppler
frequency. Note that the window function that we use in
this work is the Kaiser window, as written in Equation
(7).

� � =

�0 � 1 −
4�2

� − 1 2

�0 �
,

(7)

where �0 denotes zeroth order Bessel function, � is a
parameter to define the window shape [25] , and �
represents the window size. Figure 5 represents the
shapes of Kaiser window for � = 2, 4, 8, 16, and 32 ,
with 0 ≤ � ≤ � − 1 and � = 51 . Figure 5 shows that
the higher the value of � the tighter the window.

Up to this point, data acquisition and preprocessing
steps have been fully explained. Next, we proceed with
the deep learning method that we used for human
activity classification.

C. Deep learning method
In deep learning, LSTM stands as a pivotal

algorithm within the Recurrent Neural Network (RNN)
family [30]. RNNs, characterized by self-feedback loops
that provide contextual information between input and
output layers, underpin the foundation of LSTM. LSTM
serves a crucial role in overcoming the vanishing
gradient problem commonly associated with RNNs.
However, it is important to acknowledge that LSTM has
its own set of limitations. To address these
shortcomings, we adopt Bidirectional LSTM (Bi-LSTM)
[31] , a variant designed to enhance the model's
performance. The architectural layout of our chosen
models is illustrated in Figure 6.

Before training the LSTM model, it is imperative to
transform the preprocessed data. This transformation
involves organizing the data into a windowed dataset
and stride 15, with the total number of windows
mirroring the window count employed in the STFT
phase (e.g., 32 windowed STFT corresponds to a
windowed dataset of 32 windows). Then, we apply a
one-hot encoder for the data. Subsequently, the dataset
is divided into training and testing sets, maintaining an
80:20 ratio which are 766 for train and 192 for test.
Figure 7 shows the distribution of data in training sets,
and Figure 8 shows the distribution of data in test sets.
We employ validation for training from train sets with
amount of 0.1 from training sets.

Figure 5. The Shapes of Kaiser Window for Various Values of β
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To ensure the data's suitability for deep learning, we
employ robust scaling via the scikit-learn library in
Python [32]. This scaling technique effectively
mitigates the impact of outliers in the data to make it
ready for integration into the deep learning algorithm.

III. RESULTS AND DISCUSSION

We have trained and tested our model with the
highest validation accuracy, and the losses are 0.921 and
0.2435, respectively. Figure 9 shows model loss and
accuracy for the training data and validation data as
functions of time-epoch. The figures also indicate that
overfitting has been avoided. Figure 10 shows how our
model predicts for every activity in a confusion matrix,

where W is walking, E is empty, C is crouching, T is
standing, and S is sitting. Our models show high
performance for the detection of Empty classes, but the
accuracy parameter is not the right answer to this
problem because of imbalanced data [33]. In our
evaluation to determine the effect of STFT window size
and window shape on the model performance, we use
the F1-score as the metric. This is because the F1-score
could strike a balance between precision and recall,
which is particularly valuable when dealing with
imbalanced datasets. Equation (8) outlines the
methodology for computing the F1-score [30].

F igure 7. Architecture of deep learningFigure 6. Architecture of Deep Learning

Figure 7. Train Distribution Data

Figure 8. Test Distribution Data

Figure 9. Model Loss and Accuracy as Functions of Time
Epoch
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�1 = 2 ×
precision × recall
precision + recall (8)

We measure the F1-score of the LSTM model using
various STFT window sizes 2, 4, 8, 16, and 32 and
Kaiser-window beta parameters 0, 2, 4, 8, 16, and 32.
The results of the F1-score for four different activities
(standing, sitting, walking, crouching, and no human
target scenario) are shown in Table 3.

Table 3 shows that, in general, the variation of F1-
scores as functions of window size and window shape is
not significantly large. Except for the F1-score values in
standing and walking activities with widow sizes 2 and
4. The highest value of F1-scores with the slightest
variation occurs in the scenario with no target. This is
reasonable because the 2D radar dataset captured from
no target scenario is significantly different from the
dataset with target activities.

To be more conclusive and to pinpoint the
parameters significantly impacting the F1-score (if any),
we conduct paired two-sample t-tests [34]. These tests
evaluate the null hypothesis (H0), which states that
variations in window size or window shape do not result

in discernible changes in the F1-score. Simultaneously,
we examine the alternative hypothesis (H1), suggesting
potential F1-score alterations. Our choice of
significance level is α=0.05 for the t-tests.

To evaluate the effect of window size on F1-score
using paired two-sample t-tests, we use various window
shapes � ∈ [0, 2, 4, 8, 16, 32] for each paired window
sizes being compared. This is to make sure that the
change in F1-score is only due to the difference in
window size, not the beta value. In vice versa, we use
various window sizes N ∈ [2, 4, 8, 16, 32] for each
paired window shapes being compared, to evaluate the
effect of window shape on F1-score. We include all five
activities in the dataset (standing, sitting, crouching,
walking and no target presents, as shown in Table 3).
Note that we only compare commonly used window
sizes of 8, 16, and 32 against each other, and window
shapes of 0, 16, and 32 against each other, as shown in
Table 4 and 5, respectively.

Table 4 presents the outcomes of t-tests for
different window sizes employed in STFT. These are
comparisons for 8 vs. 16, 8 vs. 32, and 16 vs. 32
window sizes, providing insights into the p-values and t-
statistics obtained from our t-tests. From the table, all
comparisons show t-statistic values that are smaller than
the critical t-value (or a p-value that is greater than the
significance level). This implies that the null hypothesis
(H0) is accepted and so there is no significant difference
in F1-score due to the different window sizes of 8, 16
and 32.

Similar results are produced by the t-tests to see the
effect of window shape on F1-score, as shown in Table
5. For each window shape comparison, the t-statistic is
always smaller than the t-critical value (p-value greater
than the significance level). The results collectively

TABLE 3. F1-SCORE AS A FUNCTION OF WINDOW SIZE, WINDOW SHAPE, AND ACTIVITY

Performance metric (F1-score)
Activity Standing Sitting
Window
Size

Window Shape (� parameter)
0 2 4 8 16 32 0 2 4 8 16 32

2 0,36 0,23 0,11 0,33 0,19 0,00 0,87 0,83 0,87 0,85 0,86 0,84
4 0,68 0,54 0,59 0,66 0,61 0,68 0,82 0,73 0,79 0,83 0,75 0,76
8 0,71 0,63 0,78 0,8 0,79 0,69 0,74 0,63 0,88 0,81 0,8 0,82
16 0,7 0,76 0,77 0,81 0,76 0,81 0,71 0,81 0,82 0,77 0,72 0,81
32 0,77 0,73 0,8 0,78 0,81 0,69 0,68 0,62 0,72 0,7 0,74 0,61

Activity Walking Crouching
2 0,64 0,58 0,58 0,6 0,57 0,54 0,89 0,58 0,89 0,9 0,57 0,89
4 0,67 0,6 0,65 0,65 0,66 0,71 0,91 0,9 0,93 0,91 0,93 0,91
8 0,75 0,74 0,78 0,79 0,79 0,74 0,89 0,9 0,87 0,89 0,88 0,88
16 0,79 0,76 0,71 0,75 0,78 0,71 0,95 0,91 0,9 0,93 0,89 0,9
32 0,74 0,83 0,84 0,82 0,83 0,77 0,89 0,91 0,93 0,91 0,93 0,88

Activity No Target
2 0,99 0,99 0,99 0,99 0,99 0,99
4 0,99 1,00 0,99 0,99 1,00 0,99
8 1,00 1,00 1,00 1,00 1,00 1,00
16 1,00 1,00 1,00 0,99 1,00 1,00
32 0,97 0,98 0,97 0,99 0,99 0,99

Figure 10. Confusion Matrix

TABLE 4. RESULTS OF T-TESTS FOR DIFFERENT WINDOW SIZES,
OBSERVATIONS = 30

Paired
window
sizes

Sig. level
(α) p-value t-stat

(one-tail)
t-critical
(one-tail)

8 vs 16 0.05 0.221 -0.778 1.699
8 vs 32 0.05 0.350 0.386 1.699
16 vs 32 0.05 0.175 0.946 1.699
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indicate that the t-tests support the null hypothesis (H0),
confirming that variations in window shapes do not
significantly impact the F1-score.

The application of t-test is aimed to rigorously
evaluate the statistical significance of the window size
and window shape in relation to our deep learning
model. It is worth emphasizing that both the window
size and window shape were subjects of interest in our
analysis. The outcome of these statistical tests is pivotal
in shaping our understanding of the relationship
between these parameters and the F1-score. It is
noteworthy that the results consistently supported the
null hypothesis, with p-values exceeding the predefined
significance level, denoted as α. This suggests that the
variations in window sizes and window shapes do not
exert a statistically significant influence on the F1-score.
This provides valuable insights into consistent
performance of our deep learning models in the context
of human activity recognition using radar data.

IV. CONCLUSION

In conclusion, our comprehensive evaluation of the
window size and window shape employed within the
Short-Time Fourier Transform (STFT) process has shed
light on their influence on the training of deep learning
models for radar data analysis. Specifically, we
examined the impact of these parameters on the F1-
score, a crucial metric for assessing model performance
in human activity recognition. Our results reveal that
neither the quantity of window size nor window shape
exhibited a statistically significant effect on the F1-
score. This conclusion is substantiated by the t-tests we
conducted, where the calculated p-values consistently
exceeded the predetermined significance level (α). This
underscores the reliability of our deep learning models
in their ability to effectively analyze radar data for
human activity recognition.
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