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Abstract 

The implementation of object detection for autonomous vehicles is essential because it is necessary to identify common objects 
on the street so that a proper response can be designed. While single-stage object detection may require fewer computations, two-
stage object detection is preferred due to its ability to localize objects. Finding the optimum setup for multiple hyperparameters 
can enhance the performance of the two-stage object detection method. In this paper, we propose using Faster region-based 
convolutional neural network (R-CNN) as a two-stage object detection method with a visual geometry group (VGG)-16 backbone 
for detecting objects on the street. We evaluate the method using an open image subset by selecting common street objects (traffic 
lights, traffic signs, and vehicles). We explore several hyperparameter setups, such as learning rate and the number of region of 
interest (RoI), to find the optimum configuration. We found that using a learning rate of 0.000001 with the Adam optimizer is the 
optimum value for this task. Additionally, we discovered that increasing the number of RoI may improve performance. This 
suggests that there is potential for achieving a higher mAP (mean Average Precision) by increasing the number of RoI. 
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I. INTRODUCTION 

Developments in the field of artificial intelligence 
(AI) technology, especially deep learning, had a 
significant impact on the object detection field. Object 
detection can contain multiple classes of objects, unlike 
image classification which the input image contains only 
one class of objects [1]. In the case of object detection, it 
takes category information as well as the position of each 
target object so that detection is a classification by 
localization, which is usually represented by a 
rectangular box or called a bounding box [2]. Each 
bounding box will have a class label. In other words, 
object detection makes it possible to predict an image 
containing more than one object. Object detection can be 
implemented for detecting objects in traffic for 
autonomous vehicles [3], [4], detecting plants or crop 
conditions for smart farming and precision agriculture 
[5], detecting areas of diseases from medical images [6], 
[7], etc.  

Deep learning-based object detection models are 
grouped into two types, namely, one-stage and two-
stage. One-stage detection models such as YOLO (You 

Only Look Once) and SSD (Single Shot Multibox 
Detector) classify and localize objects in a single 
stage. Meanwhile, the two-stage detection model is a 
region-based object detection model, which uses the 
region proposal network (RPN) to generate a Region of 
Interest in the first stage and process the proposed regions 
in the second stage for classification and localization of 
objects with bounding box regression [8]. The two-stage 
object detection models include region-based 
convolutional neural network (R-CNN), Fast R-CNN, 
and Faster R-CNN. 

The development of the R-CNN in 2014 became the 
basis of the two-stage object detection model [9]. This 
method replaced the sliding window approach used by 
OverFeat with selective search to create a region of 
proposals that would otherwise be processed on a 
convolution network. R-CNN won the 2013 imagenet 
large scale visual recognition challenge (ILSVR) with a 
mean average precision (mAP) value of 31.4%, 
outperforming OverFeat, which had a mAP value of 
24.3%. Although R-CNN has made significant progress 
in the field of object detection, R-CNN has some 
drawbacks. The R-CNN algorithm has a complex multi-
stage training process [10]. In addition, the computation 
of the vast number of features of the overlapping 
proposal, with more than 2000 boxes in a single image, 
causes the detection speed to be very slow [11]. Fast R-
CNN [12] was introduced in 2015 to address the 
shortcoming. 
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Fast R-CNN changed the training procedure that was 
initially multi-stage, now trained simultaneously so that 
the training process is faster with higher detection quality 
compared to R-CNN [12]. Furthermore, a faster object 
detection model was again proposed. This model is an 
improvement over R-CNN and Fast R-CNN, called 
Faster R-CNN [13]. In the Faster R-CNN algorithm, the 
creation of a proposal region with selective search is 
replaced with an RPN. It makes Faster R-CNN faster in 
detecting objects, its detection speed near real-time, and 
improves the quality of the proposal region so that 
detection accuracy increases [13]. 

Previous researchers have implemented Faster R-
CNN in various applications. Some are used for 
equipment detection in electric power rooms [14] and for 
defect detection in powertrain assembly lines [15]. In the 
agriculture field, we found that Faster RCNN was used 
to inspect agricultural products [16] and detect multi-
class apples [17]. Meanwhile, other studies applied this 
method for garbage detection [18] and automatic gun 
detection [19]. 

The choice of the backbone for Faster R-CNN may 
affect its performance. Song et al. [16] use Faster R-CNN 
with visual geometry group (VGG)-16 as the backbone 
to detect kiwifruit during harvest time. The resulting 
model yielded an average precision value of 87.61%, 
outperforming Zeiler and Fergus network (ZFnet)'s 
72.50%. Gao et al. [17] also implement Faster R-CNN in 
plant detection for apples under different conditions: not 
covered by something, covered with leaves, covered with 
branches/wire, and covered with another fruit. In their 
experiments, the backbone used for feature extraction 
was VGG-16 and ZFnet. The Faster R-CNN with the 
VGG-16 backbone architecture outperforms ZFnet in 
terms of mAP value, reaching 0.879. Whereas ZFnet 
ZFnet is superior in detection speed with a value of 0.167 
seconds/image. 

As mentioned previously, one implementation of 
object detection is for autonomous vehicles. In 
autonomous vehicles, the systems must be able to detect 
various objects within one figure that can be used to 
mitigate the vehicles’ directions. In this study, we have 
applied object detection modeling carried out using the 
Faster R-CNN method. The model is built with VGG-16 

as the backbone architecture to perform feature 
extraction from object images and perform localization 
with bounding boxes. We explore the best configurations 
of Faster R-CNN in several aspects. Firstly, we use 
different levels of learning in the model. A learning rate 
level that produces a model with higher accuracy was 
used for the second model. In the second model, we 
varied the amount of region of interest (RoI).  The model 
was evaluated using a metric called mAP. The mAP is a 
metric used to measure how well a model can precisely 
localize and classify objects within an image. The data 
used in this study was obtained from an open-source 
dataset, namely the Open Image Dataset. We used three 
object classes from this dataset, namely traffic lights, 
traffic signs, and vehicles, for detection purposes. One-
stage and two-stage object detection methods have their 
trade-off. One stage is faster but less accurate, especially 
for small objects and crowded scenes. Two stages offer 
higher accuracy but are slower due to increased 
complexity. In our research, we prioritize better 
localization even if it slows down the process. 

The rest of this paper is organized as follows: in 
section 2, the materials and methods used in this study 
are given. Section 3 contains the experimental setup, 
including datasets and hyperparameter settings for the 
model. In section 4, we calculate the mAP value in the 
test dataset and show some test results. Finally, the 
conclusion is presented in Section 5. 

II. METHOD 
In the Faster R-CNN algorithm, the creation of a 

proposal region with selective search is replaced with an 
RPN. This method combines Fast R-CNN as an object 
detector and RPN as a region proposer. In general, Faster 
R-CNN consists of five parts: deep-fully convolutional 
network, region proposal network, RoI pooling, fully 
connected network, bounding box regressor, and 
classifier. A number of candidate objects were proposed 
through a deep fully connected network and region 
proposal networks, then normalized through ROI 
pooling. Then, the necessary features were extracted on 
fully connected layers to perform classification and 
regression [20]. The overall architecture of Faster R-
CNN is shown in Figure 1. 

 

 
Figure 1. The overall architecture of Faster R-CNN. 
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RPN received feature maps that were produced by 
the backbones of CNN in the feature extraction process. 
This network was trained to predict the presence of 
objects in each anchor box and sublimate the location of 
the boxes to close-fit the object. A number of region 
proposals per image were produced in the RPN and then 
used as input in the Fast R-CNN Network. This network 
extracted features from each proposal using a RoI 
pooling layer.  

The backbones used as feature extractors in the 
Faster R-CNN original paper were ZFnet and VGG-
16. Based on research [16], [17] Faster R-CNN with the 
VGG-16 backbone architecture outperforms ZFnet in 
terms of mAP value. So, in this study, we used backbone 
networks VGG-16 for feature extraction. The 
architecture of VGG-16 can be seen in Figure 2. The 
architecture includes 13 convolutional layers, 13 rectified 
linear unit (ReLU) layers, and 4 pooling layers. The filter 
used on the convolution layer is 3×3, and the parameters 
used in the pooling layer are 2×2. There are 5 
convolution blocks and each block consists of several 
convolution layers. The input image passed through a 
number of convolution layers and then connected with a 
pooling layer and a fully connected layer, then ended up 
in the output layer.  

Input in the form of an image was processed using 
the CNN architecture. It generated a feature map that was 
sent to the RPN to determine the RoI of the image 
[18]. RPN is a convolution neural network with a kernel 
measuring 3×3 followed by two parallel layers of 1×1, 
namely for classification that determines whether a 
region is an object or not and predicts the appropriate 
bounding box against the position of the object [19]. RPN 
uses several boxes called anchors to predict the presence 
of objects. In this study, the used anchor size followed 

the original anchor size (128ଶ, 256ଶ, 512ଶ). Output from 
RPN is a number of object proposals, which is 
accompanied by an objectness score and bounding 
box. Objectness score is a score that indicates the 
presence of an object. While the bounding box is 
indicated by the coordinate points (x, y, w, h).  

The proposal generated by RPN was then processed 
into the RoI pooling layer along with the feature map 
generated by the feature extraction network, namely 
VGG-16. The RoI pooling layer is used to map the 
coordinates of the proposal on the feature map back to 
the coordinates of the original image [15]. Feature map 
proposals were processed, including bounding boxes and 
probability scores, and then passed to the fully connected 
layer for classification and regression. The result of the 
classification process was the class label, and the result 
of the regression computation was the bounding box 
coordinates that localize the object. 

III. EXPERIMENTAL SETUP 
The data used in this study is open source, namely 

Open Image Dataset. The class of objects to be detected 
were traffic lights, traffic signs, and vehicles. The dataset 
was then divided into 80% for the data train and 20% for 
the test data. The dataset contained a total of 3,988 
images, with 3,535 images used for training data and 453 
images for testing data. It is distributed across three 
classes, therefore defining the number of instances for 
each class: 5891 traffic lights, 3185 traffic signs, and 
4694 vehicles. The running process was carried out in the 
Kaggle Notebook with the GPUP100 accelerator. Figure 
3 shows the image samples, which are classified as a 
traffic light, traffic sign, and vehicle. 

Our research investigates parameter variations in the 
Faster R-CNN model for object detection, specifically 
focusing on varying RoI amounts. However, the learning 
rate becomes the important parameter that must be taken 
into account to achieve the convergent model. The 
original Faster R-CNN method [16] uses a learning rate 
of 0.001 for 60,000 mini-batches and 0.0001 for the next 
20,000 mini-batches on Pascal visual object classes 
(VOC) datasets. In this study, the learning rates used 
were 0.000001 and 0.00001 to carry out the training 
process in 30,000 batches. The optimizer used was 
Adam. The first model was trained with various learning 
rates. The learning rate that produces the model with the 
highest accuracy will be used to train the second model 
with varying amounts of RoI (4, 16, and 32). 

In determining the RoI amount, we consider our 
available computing capacity. RoI is related to the 
amount of region of proposal (RoP). The more candidate 
regions generated can increase accuracy, but on the other 

 

 
Figure 2. The VGG-16 architecture. 

Figure 3. The samples from Open Image Dataset: (a) traffic light  
(b) traffic sign and (c) vehicle. 
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hand, it can reduce detection speed [3], [21]. For this 
reason, the amount of RoI must be regulated to control 
the number of object candidates. 

Refer to (1), intersection over union (IoU) is used to 
measure the accuracy of the resulting bounding box by 
comparing the predicted bounding box with the ground 
truth box. The IoU calculation was carried out by 
comparing the area of the intersection or overlapping 
region with the combined area between the predicted 
bounding box and the ground truth box. In this study, the 
anchor belongs to positive if the IoU is greater than 0.7. 
If the IoU value is between 0.3 to 0.7, it is deemed 
ambiguous and not included in the objective. 

 𝐼𝑜𝑈 =   ை௩    (1) 

Non-max suppression was used to overcome 
overlapping bounding boxes where there is more than 
one bounding box prediction. It works by reducing the 
number of bounding box candidates to one by ignoring 
redundant, overlapping bounding boxes. IoU threshold 
was applied here to determine it. The bounding box will 
be dropped if IoU in non-maximum suppression (NMS)  
exceeds this threshold. In this study, the IoU threshold 
was 0.7.  

The performance of our object detection model was 
evaluated using the mAP method. As defined in the 
Introduction section, mAP can measure how well a 
model can precisely localize and classify objects within 
an image. It is defined by (2), which represents the 
formula for calculating mAP.  The mAP value ranges 
from 0 to 1. The higher the mAP value, the better the 
model for detecting object targets.  

 𝑚𝐴𝑃 = ଵே ∑ 𝐴𝑃ேୀଵ  (2) 

Where N is the number of classes, and AP is the average 
precision for each class. 

IV. RESULTS AND DISCUSSIONS 
The progression of accuracy for testing data for 

different learning rates is shown in Figure 3. Based on the 
graph shown in Figure 4, the model with a learning rate 
of 0.000001 achieves a higher level of classification 
accuracy compared to another one. But, according to the 
loss value that is shown in Figure 5, the model with a 
learning rate of 0.00001 has a smaller loss value. 
Nevertheless, the loss value from both models is still 
relatively high. We performed model evaluation on test 
data by calculating mAP values to ensure better model 
performance, as shown in Table 1. 

Table 1 shows the results of model testing using a 
smaller learning rate, resulting in a higher mAP value. 
This proves that the learning rate value has a significant 
influence on the level of accuracy. We then used the 
results of the learning rate testing for the second 
modeling by varying the number of RoIs. The number of 
RoI is the number of proposed regions to be selected to 
predict the bounding box. 

Based on the results of our experiment, we observed 
that varying the amount of RoI can increase classification 
accuracy. The results show that the greater the number of 

RoI, the higher the accuracy, as shown in Figure 6. 
Likewise, with the loss level of the model where the 
greater the number of RoI, the lower the loss value, as 
shown in Figure 7. Figure 7 is the sum of the four losses, 
namely loss rpn classifier, loss rpn regression, loss 
detection classifier, and loss detection regression. 

The results shown in Table 2 are the results of model 
evaluation on data testing by calculating mAP values. 
The results of calculating the mAP value show that the 
mAP value gets higher when the number of RoI 
increases. Where the model with a RoI of 32 has a higher 
mAP value. 

TABLE 1 
 MAP VALUES OF DIFFERENT LEARNING RATE 

Learning Rate mAP 
0.00001 0.668 
0.000001 0.721 

 
 
 
 

 
TABLE 2 

MAP VALUES OF DIFFERENT NUMBERS OF ROI 
Number of RoI mAP 

4 0.721 
16 0.639 
32 0.867 

 
 
 
 
 

 

 

Figure 4. The progression of accuracy for Testing data for different 
learning rates. 

 
Figure 5. The progression of loss for Testing data for different 

learning rates. 
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V. CONCLUSION 
In this study, Faster R-CNN has been used as a model 

for object detection. The model was built with VGG-16 
as the backbone architecture to perform feature 
extraction. In the first experiment, we used different 
levels of learning rate. The results showed that models 
with a learning rate of 0.000001 have a higher classifier 
accuracy value on training and a higher mAP value on 
testing. In the second experiment, by using a learning rate 
of 0.000001, we increase the number of RoI. The results 
show that models with a RoI number of 32 have a higher 
mAP value. This shows that there is potential for getting 
a higher mAP with an increase in the amount of RoI. 

For future work, we will explore whether increasing 
the number of RoIs above 32 still impacts performance 
improvement while acknowledging the potential need for 
increased memory. Therefore, our future research will 
focus on modifying the architecture to obtain a lighter 
model and more efficient feature selection. We hope to 
achieve faster and more accurate object detection. 
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