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Abstract 

Leaf diseases of plants are common worldwide. Using image processing, farmers could spot diseases in pepper plants more 
rapidly and get advice from plant disease experts. In this paper, researchers developed a Transfer Learning classification model for 
bell pepper leaf disease, with the Transfer Learning model trained on images of healthy and diseased bell pepper leaves. 
Classification of healthy and diseased bell pepper leaves has been carried out, and fine-tuned Transfer Learning has been applied 
using several pre-trained CNN models. To achieve the best outcome, four pre-trained models, including MobileNet, VGG16, 
ResNetV250, and DenseNet121, and three Fully Connected (FC) layer architectures were tested. The Fully Connected (FC) layer 
with four Transfer Learning architectures achieved the best accuracy value of 99.33% on DenseNet121 architecture with one layer 
and Cohen’s Kappa value of 0.9865. 
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I. INTRODUCTION 

 Bell Pepper (Capsicum Annum. L) belongs to the 
chili family, similar to beans, corn, and pumpkin. Bell 
pepper is America's oldest cultivated plant [1]. Bell 
pepper is a widely grown, nutritious, and delicious 
vegetable plant with high antioxidants that can reduce the 
risk of certain human diseases [2]. This plant also has 
significant economic value to farmers worldwide [3]. 
Then the farmers have more opportunities to sell their 
goods locally and internationally due to rising consumer 
demand [4].  

However, similar to other plants, there are many 
obstacles and challenges, such as bacteria, that are often 
encountered in controlling these plants. The Bacterium 
Xanthomonas campestris pv. vesicatoria are the most 
common cause of leaf diseases [5], [6]. This bacterium 
creates bacterial spots in the bell pepper leaves [7]. To 
prevent a decline in the quantity and quality of bell 
pepper yield, disease control must be implemented [8]. 
Effective prevention in plant control involves early 
diagnosis using identification technologies based on 
image processing, such as Convolutional Neural 
Networks (CNN) [9]–[12].  

By using image processing, it is beneficial for 
farmers to detect early symptoms that appear on plants 

automatically, thereby reducing large-scale monitoring 
work [13]. Image processing has led to the discovery of 
considerably more subtle shortcut characteristics, 
including high-frequency patterns that are virtually 
imperceptible to the human eye, and shortcut chances 
that are relatively straightforward to spot [14]. By relying 
on automation technology, farmers can also be helped by 
making decisions regarding productivity and quality, 
which is currently known as smart farming[15]. 

Several kinds of research regarding the detection of 
diseases in leaves use image processing [8], [16], [17] 
have offered several recommendations for the 
categorization of bell pepper leaf disease. The datasets 
from the studies consist of 20 images of leaves, including 
bell pepper, potatoes, and corn leaves. The number of 
classes on each leaf varies. The bell pepper leaf disease 
has two classes: the bacterial class and the healthy class. 
Each image on this dataset has a resolution of 256×256 
pixels [18].  

The accuracy of classifying the healthy bell pepper 
leaf and the bell pepper leaf with bacterial spots using the 
CNN architecture suggested by the authors in [16] was 
96.78%. In another research from [17], the best accuracy 
for the proposed method was 94.35%. Moreover, in the 
research from [8], the best accuracy for the proposed 
method was 96.88%. According to that research, there is 
still a drawback. The drawback of this research is that it 
does not use Transfer Learning [19]–[21]. Transfer 
Learning (TL) allows us to develop a deep CNN more 
cost-effectively than basic CNN [22]. 

This research will implement a CNN Transfer 
Learning-based classification approach for the bell 
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pepper leaf disease with the same dataset. The pre-trained 
model will be retrained by unfreezing the model and by 
using fine-tuning [23]–[25]. Fine-tuning makes the 
parameters can adapt to the images [26]. Three FC layers 
and four pre-trained models namely MobileNet [27], 
VGG16 [28], ResNetV250 [29], and DenseNet121 [30] 
make up the proposed model. Compared to earlier similar 
research, our approach delivers classification results with 
improved accuracy. The model’s findings are 
incorporated into a website-based tool, allowing the 
program to classify new images of pepper leaves 
immediately. To the best of our knowledge, fine-tuned 
TL for bell pepper leaf disease classification has not been 
performed previously. 

II. METHODOLOGY 
Figure 1 shows the method performed in our work. 

It comprises four main steps: data collection, data 
preprocessing, experiment scenario, and evaluation. 

A. Data Collection 
The secondary data used in this work was acquired 

from the PlantVillage Dataset [12]. Images of various 
leaves, including tomato, potato, and pepper, may be 
found in this dataset. However, as this research focused 
on recognizing images of bell pepper leaves, only images 
of bell pepper leaves were captured for this research. 
Table 1 displays the dataset that was utilized. 

B. Data Preprocessing 
Preprocessing is the practice of cleaning, modifying, 

and rearranging raw data before processing and analysis, 
also known as data preparation [31]. It includes three 
steps: image augmentation, image resizing, and dataset 
split. 

1) Image Augmentation 
Augmentation can improve the classification 

accuracy of deep learning algorithms by enhancing 
existing data rather than acquiring new data [32]. The 
training data image is used in the augmentation process 
to produce new images. Preventing overfitting is one of 
the objectives of augmentation [33], [34]. Each class of 
1000 photos will have 2000 images added, with vertical 
flip = True, horizontal flip = True, zoom range = 0.2, 
rotation range = 360, width shift range = 0.2, and height 
change range = 0.2 augmentation techniques used. Now 
the total images have increased to 4475 images. Table 2 
is an illustration of the augmentation outcomes. 

2) Image Resize 
Image scaling is done to speed up the computer 

training process. Moreover, it will not demand a lot of 
storage space [34], [35]. The image dimensions will be 
changed from 256×256 pixels to 32×32 pixels. Table 3 
illustrates the image resizing for the bell pepper leaf. 

3) Dataset Split  
The data will be conducted in an 8:1:1 data-sharing 

environment, with 80% for training data, 10% for 
validation data, and 10% for test data, with 3579 images 
of training data, 448 images of validation, and 448 
images of testing data, as shown in Table 4. 

 

Figure 1. Research methods. 

TABLE 1 
IMAGE DATASET 

Class Name Image Example Number of 
Images 

Bacterial 

 

997 Images 

Healthy 

 

1478 Images 

  

TABLE 2 
EXAMPLE OF IMAGE AUGMENTATION RESULTS 

Original Image 

 
rotation_range width_shift_range 

height_shift_range zoom_range 

horizontal_flip vertical_flip 
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C. Experiment 
The CNN approach with fine-tuned TL will be used 

in the experiments to categorize the image of the bell 
pepper leaves. Figure 2 shows a description of the 
experiments. 

1) Fully Connected Layer Model 
This research uses an image with dimensions of 

32×32 pixels, enabling an iterative process on the image 
with a Fully Connected (FC) layer. Then, three scenarios 
are explored on this FC layer: FC with one layer, FC with 
two layers, and FC with three layers. The Densenet121 
architecture is employed for feature learning. Tables 5-7 
represent the three FC layer model scenarios. 

2) Transfer Learning Architecture 
The three FC layer models mentioned earlier will be 

compared with accuracy levels on the DenseNet121 
architecture. Once the best FC model is selected from the 
three FC layer models, it will be employed as an FC layer 
in a comparison of four TL architectures, namely 

MobileNet, ResNet50V2, VGG16, and DenseNet121, to 
determine the highest accuracy value. 

3) Changing Hyperparameters 
This step will involve hyperparameter modifications 

in the form of dropouts and optimizers from the top 
Transfer Learning architecture models. It is common 
practice to utilize dropouts to avoid overfitting and 
accelerate the learning process [36], [37]. Optimizers are 
algorithms that adjust the weights and biases in the neural 
network by reducing the distance between the network 
output and the target [38]. This stage determines whether 
it is the best model developed with the highest accuracy 
value at the Transfer Learning architecture stage. 

D.  Evaluation 
A performance matrix will assess the model with the 

best accuracy and optimality. Accuracy and loss graphs, 
confusion matrices, image classification of training data, 
and Cohen’s Kappa are all included in the performance 
matrix.  

III. RESULTS AND DISCUSSION 
The results of the research provide a summary of the 

model that was developed and put to the test using the 
research methods covered in the previous section. Also, 
the outcomes will be discussed and evaluated based on 

 

Figure 2. Experiment overview. 

TABLE 5 
FC 1 LAYER 

# Parameter Weight / Loss Activation / 
Optimizer 

Fully Connected Layer 
1 Global Average Pooling 2D - -

Layer 1 
2 Dense 1024 ReLu
3 Batch Normalization - -
4 Dropout 0.3 -

Classifier 
5 Dense 2 Sigmoid
6 Loss binary_crossentropy RMSprop

    

TABLE 3 
IMAGE RESIZING RESULT 

Original Image Resizing Image 

  
 

TABLE 4 
DATASET SPLIT 

Training Data 
(80%) 

Validation Data 
(10%) 

Testing Data 
(10%) 

3579 Images 448 Images 448 Images
Total number of Images: 4.475

 

TABLE 6 
FC 2 LAYERS 

# Parameter Weight / Loss Activation / 
Optimizer 

Fully Connected Layer 
1 Global Average Pooling 2D - -

Layer 1 
2 Dense 1024 ReLu
3 Batch Normalization - -
4 Dropout 0.3 -

Layer 2 
5 Dense 512 Relu
6 Batch Normalization - 
7 Dropout 0.3 

Classifier 
8 Dense 2 Sigmoid
9 Loss binary_crossentropy RMSprop

 
TABLE 7 

FC 3 LAYERS 

# Parameter Weight / Loss Activation / 
Optimizer 

Fully Connected Layer 
1 Global Average Pooling

2D
- - 

Layer 1 
2 Dense 1024 ReLu
3 Batch Normalization - - 
4 Dropout 0.3 - 

Layer 2 
5 Dense 512 ReLu
6 Batch Normalization -  
7 Dropout 0.3  

Layer 3 
8 Dense 256 Relu
9 Batch Normalization - - 
10 Dropout 0.3 - 

Classifier 
11 Dense 2 Sigmoid
12 Loss binary_crossentropy RMSprop
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the photos, tables, and graphs acquired. The sentences 
that follow will talk about a particular understanding. 

A.  Experiment Scenario 

1) Fully Connected Layer Model 
In this experiment scenario, DenseNet121 was used 

as a Transfer Learning-based model for feature extraction 
purposes. It then connected to the FC layer with the layer 
number that was built previously, and the results obtained 
can be seen in Table 8. 

Table 8 shows that the accuracy rates for FC 1 layer, 
2 layers, and 3 layers are 99.33%, 98.88%, and 98.66% 
respectively, with the running time for the second layer 
being 26 minutes and 5 seconds and for the third layer 
being 25 minutes and 7 seconds. With an accuracy of 
99.33% and a running time of 26 minutes, the FC 1 layer 
has the highest accuracy rate. Table 9 shows the four TL 
topologies’ results with the FC 1 layer. 

2) Transfer Learning Architecture 
The highest accuracy model is the FC 1 layer model. 

Then, with adaptable Transfer Learning-based models, 
FC layer is utilized in the architecture. The performance 
of four Transfer Learning architectures is compared 
using a Transfer Learning-based model that is varied. 
Table 9 displays the findings for each Transfer Learning 
architecture linked to the FC 1 layer.

According to Table 9, the MobileNet + FC 1 Layer 
architecture has an accuracy rate of 94.64% with an 
iteration time of 14 minutes and 31 seconds, the 
ResNet50V2 + FC 1 Layer architecture has an accuracy 
rate of 98.88% with an iteration time of 1 hour and 19 
minutes and 41 seconds. The VGG16 + FC 1 Layer 
architecture has an accuracy rate of 95.98% with an 
iteration time of 2 hours 1 minute and 24 seconds. As a 
result, the DenseNet121 + FC 1 Layer model has the 
highest accuracy rate, with a 99.33% accuracy rate and 
an iteration time of 26 minutes. 

B.  Change Hyperparameter 

1) Change Dropout 
Figure 3 shows that if the original model 

(DenseNet121) developed in the previous stage without 
a dropout, the accuracy is 98.66%. If the dropout weight 
to 0.2, the accuracy is 98.88%. The use of dropouts in the 
design is suitable by creating an accuracy rate of 99.33%. 

2) Changing Optimizers 
Figure 4 shows that the DenseNet121 using Adam 

optimizers produces an accuracy of 98.88%. Adadelta 
optimizers get the lowest results from other optimizers by 
getting an accuracy of 42.63%. Adagrad optimizers get 
an accuracy rate of 87.5%. Root means square 
propagation (RMSprop) gets an accuracy rate of 99.33%, 
and stochastic gradient descent (SGD) optimizers get an 
accuracy rate of 86.6%. As a result of these findings, it 
was appropriate to use the RMSprop optimizers in the 
previous architecture. 

C.  Evaluation 
The assessment step will use the DenseNet121 

architecture with FC 1 layer because it is the best 
architecture. A comparison of the accuracy levels will be 
conducted between the prior research and the current 
research. This comparison aims to see the performance 
results from the testing phase that has been carried out.  

1) Accuracy and Loss Graph 
The graph of accuracy in testing the DenseNet121 + 

FC 1 Layer architectural model can be seen in Figure 5. 
As seen in Figure 5, the graph representing the training 
data is represented by a blue line, while the graph 
representing the validation data is represented by an 
orange line. Up until the last epoch, or the 20th epoch, the 
best accuracy on the training data increased, reaching an 
accuracy of 1,000 or 100%. The accuracy grows until the 
13th epoch, which is to attain an accuracy of 0.9978 or 
99.78%, for the best accuracy on the validation data 
graph. 

Figure 6 depicts the loss graph. A blue line in Figure 
6 represents the graph on the training data, and an orange 
line represents the graph on the validation data. The 20th 

TABLE 8 
COMPARISON OF FC LAYER MODELS  

# Model Accuracy Time 
1 FC 1 Layer 99.33% 00:26:00
2 FC 2 Layers 98.88% 00:26:05
3 FC 3 Layers 98.66% 00:25:07

  
TABLE 9 

TL ARCHITECTURE COMPARISON 
# Model Accuracy Time 
1 MobileNet + FC 1 Layer 94.64% 00:14:31
2 Resnet50V2 + FC 1 Layer 98.88% 01:19:41
3 VGG16 + FC 1 Layer 95.98% 02:01:24
4 DenseNet121 + FC 1 Layer 99.33% 00:26:00

   

Figure 3. Effect of dropout on accuracy (DenseNet121). 

 

Figure 4. Effect of optimizers on accuracy. 

99.33
98.66 98.88

Accuracy

Effect of Dropout on AccuracyOriginal Model Without Dropout Change Dropout

98.88

42.63

87.5
99.33

86.6

Accuracy

Effect of Optimizers on Accuracy

Adam Adadelta Adagrad RMSprop SGD
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epoch of the training data graph contains the best loss 
value, which has a value of 4.9838e-05, or 0.000049838. 
The 13th epoch has the best loss value on the validation 
data graph, with a value of 0.0076. At this stage, the 
system generates the file (*.hdf5) that will be used for 
system implementation. This file is formed based on the 
validation data loss. 

2) Confusion Matrix 
The performance of the DenseNet121 + FC 1 Layer 

architecture model is then evaluated using a confusion 
matrix table that depicts the expected and actual classes. 
Table 10 contains the confusion matrix. 

The image has been successfully tested by producing 
classification, as shown by the confusion matrix in Table 
10. In the True Positive (TP) portion, which included the 
Bacterial class, 212 images were properly classified, but 
there were 3 images in the False Negative (FN) area 
where the Bacterial class was incorrectly identified as the 
Healthy class. There are 0 images in the False Positive 
(FP) section, which is the healthy class, which is 
anticipated to be bacterial class, whereas 233 images in 
the True Negative (TN) portion, which is the healthy 
class, are classified properly. 

The performance is shown in Table 11 as accuracy, 
recall, precision, error rate, and f1-score, which can be 
viewed from the confusion matrix table. 

3) Cohen’s Kappa 
To calculate Cohen's Kappa, refer to Table 12. The 

formula of Cohen’s Kappa may be performed as in (1). 

 𝑘 =  ௉௥(௔)ି௉௥(௘)ଵି௉௥(௘)  (1) 

Pr(a) represents the observed agreement, and Pr(e) 
represents the change agreement. Pr(a) formula can be 
seen in (2) and Pr(e) formula can be seen in (3). 

 Pr(𝑎) =  (்௉ା்ே)௡  (2) 

 Pr(𝑒) =  ൬೎೘భೣ ౨ౣభ೙ ൰ା ൬೎೘మೣ ౨ౣమ೙ ൰௡  (3) 

The calculation for Pr(a) can be seen in (4)-(6), and 
the calculation for Pr(e) can be seen in (7)-(9). 

 Pr(𝑎) =  (ଶଵଶାଶଷଷ)ସ଼଼  (4) 

 Pr(𝑎) =  ସହହସ଼଼  (5) 

 Pr(𝑎) =  0.9933 (6) 

 Pr(𝑒) =  ቀమభమೣమభఱరఴఴ ቁା ቀమలలೣమయయరఴఴ ቁସ଼଼  (7) 

 Pr(𝑒) =  ଶଶସ.ସ଼ସ଼଼  (8) 

 Pr(𝑒) =  0.5011 (9) 

The calculation of Cohen’s Kappa can be seen in 
(10)-(12). 

 𝑘 =  ଽଽ,ଷଷି଴.ହ଴ଵଵଵି଴.ହ଴ଵଵ   (10) 

 𝑘 =  ଴.ସଽଶଶ଴.ସଽ଼ଽ (11) 

 𝑘 =  0.9865 (12) 

From (10)-(12), know that the DenseNet121 + FC 1 
Layer model has a Kappa value of 0.9865. The strength 
of agreement was achieved with a very good label. 

4) Image Classification Test 
The DenseNet121 + FC 1 Layer architecture will 

classify 32 images from random test data. The image 
classifications can be seen in Figure 7. 

 

Figure 5. Accuracy graph. 

TABLE 10 
CONFUSION MATRIX 

 Pred. Bacterial Pred. Healthy
True Bacterial 212 3
True Healthy 0 233

 

 

Figure 6. Loss graph. 

TABLE 11 
PERFORMANCE 

# Performance Accuracy 
1 Accuracy 99.33%
2 Precision 100%
3 Recall 98.60%
4 Error Rate 0.67%
5 f1-score 99.29%

 
TABLE 12 

TABLE FORMAT 
 Rater 1 Row 

Marginals Pred. 
Bacterial 

Pred. 
Healthy 

Ra
te

r 2
 True 

Bacterial 212 3 215 

True 
Healthy 0 233 233 

Column Marginals 212 266 488
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Classifications: Incorrect image classifications are 
shown on the red label, whereas accurate image 
classifications are shown on the green label. As shown in 
Figure 7, the outcomes of 32 images are expected to 
exhibit a report in a green label, in other words, a total of 
32 images collected from training data, were classified 
correctly, because the level of accuracy is relatively high 
with an accuracy of 99.33%. 

5) Comparison of Accuracy with Related Research 
The suggested approach in this research is the 

DenseNet121 + FC 1 Layer design. To evaluate the 
research innovation, the accuracy of this proposed 
method is compared to that of earlier studies. Figure 8 
illustrates a comparison of precision with relevant 
research.  

Figure 8 shows the research was conducted by 
Bhagat et al. [16] had an accuracy rate of 96.78%, 
Mahamud et al. [8] had an accuracy rate of 96.88%, and 
Kurmi et al. [17] had an accuracy rate of 94.35%, 
according to a comparison of accuracy with comparable 
research in Figure 8. The classification accuracy rate for 
the final image in this research is 99.33%, achieved by 
the proposed DenseNet121 + FC 1 Layer. The use of 
fine-tuned Transfer Learning, in which the model has 
already been trained and fitted to the new model, gives 
the suggested method the highest grade. In other words, 
this research did better than other studies in terms of 
accuracy, which led to innovative research. 

IV. CONCLUSION 
The DenseNet121 + FC 1 Layer design is the best TL 

architecture in this research, with a dense layer of 1024 
hidden units, ReLu activation, batch normalization, and 
dropout of 0.3. The TL DenseNet121 architecture with 
careful tuning proved successful in classifying images of 

bell pepper leaves, getting an accuracy score of 99.33% 
and a Cohen's Kappa value of 0.9865. 
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