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Abstract 

One factor affecting the quality of tea is the selection of plant material that would be planted on the field.  Clonal selection is 

a common  way to produce tea with better quality.  However, as a natural cross pollination species,  tea often  consists of various 

clones or progenies of cross-pollinated process.  This  commonly occurs on plantations owned by smallholder farmers.  To produce 

a consistent quality tea, the clones or progenies need to be identified. Usually, human experts distinguish the plants from leaves by 

visual inspection on the physical attributes of the leaves, such as the textures, the bone structures, and the colors.  It is very difficult 

for non-experts or  common farmers to do such identifications.  In this, we propose a deep learning-based identification of tea 

clones. We apply deep convolutional neural network (CNN) to identify 3 types of tea clones of Gambung series, a series of tea 

clones developed at Research Institute of Tea and Cinchona. Our study indicates that the performance of the CNN systems are 

affected by the depth of the convolutional layers. VGGNet, a popular CNN architectures with 16 layers, achieves better accuracy 

compared to AlexNet, a CNN with 6 layers. 
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I. INTRODUCTION 

Tea (Camellia sinensis (L.) O. Kuntze) is one 

important agricultural commodity in Indonesia.  It is a 

popular beverage commodity of the world trade.  The 

world demand for tea is increasing year by year, making 

tea becomes one of the export commodities which affects 

the country foreign exchange of the country. The 

importance of this commodity cannot be overlooked and 

it is important to produce high quality tea products.  

Good farming is one aspect that able to increase the 

production and the quality of the tea products. One of the 

most important parts of the cultivation of tea is the 

preparation of the planting materials. Scientists and 

researchers at Research Institute for Tea and Chinchona 

have developed various tea clones for the tea yielding [1].  

It is called the GMB (Gambung) Clone series.  Currently, 

there are eleven types of GMB series. 

However, it is common to find various types of tea 

clones on the plantations that are owned by smallholder 

farmers.  As tea is a natural cross pollination species, the 

progenies may also have different characters resulted by 

the cross-pollinated process.  Each section of the plants 

with different tea clones needs to be identified to 

maintain and produce consistent quality.  

 Usually, identification is conducted by experts with 

visual inspection by examining physical sizes, textures, 

bone structures, and the color of the leaves [2].  It is 

difficult for non-expert or even farmers to do the 

identification. But, it is impossible to provide enough 

experts to do the identifications manually as the 

plantations are spread in a very large area. Therefore, a 

better way to identify the tea clones is needed. 

Machine learning is a solution to provide automatic 

identification for tea clones. Given adequate number of 

data, we may train machine learning methods to produce 

models for identifications for future data predictions. 

Several studies of using tea leaves for identification of 

their categories, diseases, and pests with conventional 

machine learning methods such as the use of K-Nearest 

Neighbor (K-NN) and Support Vector Machine (SVM) 

have been carried out, and they have been shown to make 

a good performance for  simple cases [3]-[7]. However, 

conventional machine learning methods usually work by 

designing suitable features that are good to discriminate 

the class labels [8]-[12].  However, these processes often 

require complicated operations. Other approaches use 

data extracted from expensive equipment to achieve 

acceptable performances [12]-[13].  

Deep learning is currently a prominent technology 

for object identification in computer visions [14]-[15].  

Studies show it is now possible to train good 

identification systems using simple features or images 

from usual and inexpensive camera devices. The new 

findings on Convolutional Neural Network (CNN) have 
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opened up new opportunities in computer vision research 

and the possibility of using it for tea clones 

identifications.  CNN has been shown to achieve good 

results in classifying and image detection [16]-[17].  

Other than that, CNN success is seen in ImageNet 

Challenge ILSVRC [18].  It can be regarded as state-of-

the-art for many object recognition tasks [19]. 

Some usages of deep learning technology, 

particularly CNN, have been reported in  past studies.  In 

[20], the use of deep convnet was able to recognize 13 

different types of plants.  A study reported in [21] trained 

and compared AlexNet and GoogleNet to identify 26 

plant diseases of fourteen species of plants.  A study in 

[22], CNN with 12 layers was applied for the 

identification and classification of three categories of tea, 

where the results of the experiment showed that CNN 

could achieve high accuracy.  A study in [23] used 

plantVillage dataset to train and compare the 

performance of several popular CNN architectures, 

namely VGGNet 16-19, Inception-V3, and ResNet.  A 

study in [24] tested the depth factor AlexNet and 

VGGNet to the performance and compared them with 

GoogleNet in detecting diseases of tomato plants. 

In 2014, at ImageNet Challenge, Karen Simonyan, 

et al. [25] investigated the depth effect of a convolutional 

network (convnet) for its accuracy.  The results showed 

that a significant increase in classification accuracy could 

be achieved by applying a depth of up to 16-19 weight 

layers [25].  Using conventional ConvNet architecture 

with a much-improved depth could achieve good 

performance in the  ImageNet Challenge [19], [26]. 

In this study, we propose Deep Convolutional 

Neural Networks (CNN) to identify tea clones of GMB 

series. We use two popular CNN architectures: AlexNet 

and VGGNet16. We evaluate the effect of their depths on 

their performance to identify the clones of the tea from 

the leaves images.  Our contributions in this paper are as 

follows: First, we collect a new dataset for tea clones 

identification. The dataset contains images of several  

clones of the Gambung series. Second,  we apply CNN 

for identifications of tea clones and we investigate the 

effect of the depth of the convolutional layers to the 

performance of the identification systems, which to the 

best of our knowledge, has never been done. 

The remainder of this paper is organized as follows. 

Section II describes the architectures of CNN used in the 

study.  Section III describes the experimental setup. In 

Section IV, we present the results and discussion.  In the 

final section, our research was summarized. 

II. PROPOSED METHOD 

The basic architectures of CNN are illustrated in 

Figure 1. Meanwhile, the details of the architectures of 

AlexNet [19] and VGGNet [25] used for the 

identification of the clones of tea leaves are shown in 

Figure 2 and Figure 3. 

 

 
Figure 1. Architecture of CNN 

A. AlexNet 

AlexNet, proposed by Krizhevsky, et al. [19] in 

2012, is one of popular and pioneer deep convolutional 

neural networks (CNN).  AlexNet has arguably a simpler 

architecture compared to many other recent architectures. 

The AlexNet architecture that is used in this study 

consists of five convolution layers, followed by two fully 

connected layers, and then the final  output layer is 

softmax layer as shown in Figure 2.  The number and size 

of the filter on each layer  are as follows: 64 of 11×11 

filters on the first layer, 256 of 5×5 filters in the second 

layer, 384 of 3×3 filters on the third layer, 384 of 3×3 

filters on the fourth layer, 256 of 3×3 filters on the fifth 

layer, two fully connected layers, and softmax classifier.  

Each layer or multiple convolutional layers are followed 

by a pooling layer that serves to reduce the spatial input 

by a down-sampling operation. 

 

B. VGGNet 

VGGNet is also a popular deep convolutional neural 

networks (CNN). VGGNet is  developed by K. 

Simonyan, et al. [25].  It is similar to AlexNet, but 

VGGNet has more  convolutional layers. Additionally, 

VGGNet and AlexNet have other main difference. 

VGGNet uses  small filter (3×3) throughout the layers 

while AlexNet uses various sizes of filters: 11×11, 5×5, 

and 3×3 filters. VGGNet architecture used in this study 

consists of 13 convolution layers, 2 fully connected 

layers, and ends with softmax classifier as shown in 

Figure 3. Convolutional layers on the first and the second 

layers use 64 of 3×3 filters. The third and fourth layers 

use 128 of 3×3 filters. The fifth, sixth, and seventh layers 

use 256 of 3×3filters.  The eighth layer until the thirteenth 

layers use 512 of 3×3filters.  The next two layers are two 

fully connected layers and the final layer is softmax 

classifier. Similar to AlexNet architecture, VGGNet 

architecture are also followed by pooling layer after 

convolutional layers that take the max value of the inputs 

(max pooling). 
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The architectures in this study are developed using 

TensorFlow machine learning frameworks with Python 

programming language. 

 

Figure 2. Architecture of AlexNet 

 

 

Figure 3. Architecture of VGGNet16 
 

TABLE 1 

DATA SUMMARY CLONE BY CATEGORY 

Clone 

Category 

Sample of Image 

Data 

Numbers 

of Image 

 

3 

 

 

598 

 

9 

 

 

699 

 

11 

 

 

669 

 

C. Dataset 

In this study, we collected 1966 images of Gambung 

clones tea leaves dataset from three categories. The 

images are captured using various DSLR and smart-

phone cameras at Research Institute for Tea and 

Chinchona. We conducted the experiments in two 

scenarios: using two types of clones and three types of 

clones. For the first scenario, we use GMB 3 and GMB 9 

from GMB clones series. There are a total of 1297 images 

for this scenario, comprise of 598 images of Gambung 3 

clone and 699 images of Gambung 9 clone.  For the 

second scenario, we use three clones of Gambung 9, 3, 

and 11. There are 669 images of Gambung 11 as shown 

in Table 1. 

For the experiments, the dataset is divided into three 

subsets: the training set, validation set, and test set. We 

use 80% of the data as the training data, 10% of the data 

as the validation data, and the remaining is for testing. 

The images from the dataset are resized to 64×64 pixels 

in these experiments. For the setting parameters in 

training, we use Adam [27]-[29] for an adaptive learning 

rate with initial learning rates are varied with two values: 

10-4 and 10-5.  We also varies the number of training 

epochs: 50 and 100 number of epochs for the 

experiments. 

III. RESULT AND DISCUSSION 

Many studies view deep learning methods as feature 

learning methods [30]-[32]. Given simpler features, such 

as RGB as in this study, the complex architectures allow 

them to find complex non-linear relations between the 

data and the target labels. Each layer learns different 

abstraction of data and their local correlations and while 

the data are passed through the next layers, the networks 

may learn their global correlations. This is one advantage 

of using CNN for images.  

As shown in Figure 4, we see that CNN produces 

completely different abstraction of the data given their 

RGB values. The input images are read by convolution 

layers by using a filter called the convolved maps.  Then, 

features maps are passed through a non-linearity unit 

which is Rectified Linear Units (RELU) and processed 

by a pooling layer. Furthermore, on pooling layer, each 
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feature map is downsampled with pooling max method 

to get the greatest value of the features maps called 

pooled maps. In a sense, the max pooling would extract 

the edges of the data. After performing convolution and 

unification on the last layer, the results are incorporated 

into a fully connected layer for transforming the data 

dimension so that the data can be classified linearly.  It is 

clear that CNN can capture the information about the 

edges and structures of the data, a common trait that is 

usually used by experts to perform identification using 

visual inspections. 

The experimental results for the GMB clone series 

are shown in Table 2 and 3. AlexNet and VGGNet 

architectures achieve good accuracy (above 80%) when 

we use 10-4 as learning rate, confirming that CNN is 

promising for clone identification task. 

We notice that the learning rate setting is influential 

for deep neural network training to achieve good 

performance. The optimal learning rate is highly 

dependent on the architecture models and datasets. 

AlexNet and VGGNet models with two and three data 

classes produce high accuracy in 100 epochs with 

optimal learning rate setting 10-4, indicating that the 

learning rate needs to be selected carefully to find 

optimal performance. Table 3 shows that the highest 

accuracy for AlexNet (96.15%) is achieved when the 

learning rate is set at10-4, while for VGGNet, the highest 

accuracy is achieved at 97.31%. 

 
Figure 4. Visualization of convolution layer output 

 
TABLE 2 

PERFORMANCE OF DIFFERENT CNN ARCHITECTURE MODELS FOR 

IDENTIFICATION OF TEA CLONES GMB SERIES ON TRAINING AND 

TESTING DATASET WITH A VALUE OF 50 EPOCHS 

LR Scenario 

AlexNet VGGNet16 

Accuracy 

(%) 

Loss Accuracy 

(%) 

Loss 

10-4 
1 95.38 0.16 96.15 0.18 

2 81.98 1.29 82.49 1.05 

10-5 
1 93.46 0.34 96.92 0.17 

2 72.59 1.44 73.95 0.81 

 

TABLE 3 
PERFORMANCE OF DIFFERENT CNN ARCHITECTURE MODELS FOR 

IDENTIFICATION OF TEA CLONES GMB SERIES ON TRAINING AND 

TESTING DATASET WITH A VALUE OF 100 EPOCHS. 

LR Scenario 

AlexNet VGGNet16 

Accuracy 

(%) 

Loss Accuracy 

(%) 

Loss 

10-4 
1 96.15 0.29 97.31 0.29 

2 81.47 1.15 85.79 1.69 

10-5 
1 96.15 0.19 96.92 0.25 

2 78.43 1.50 79.70 1.59 

We notice that the learning rate setting is influential 

for deep neural network training to achieve good 

performance. The optimal learning rate is highly 

dependent on the architecture models and datasets. 

AlexNet and VGGNet models with two and three data 

classes produce high accuracy in 100 epochs with 

optimal learning rate setting 10-4, indicating that the 

learning rate needs to be selected carefully to find 

optimal performance. Table 3 shows that the highest 

accuracy for AlexNet (96.15%) is achieved when the 

learning rate is set at10-4, while for VGGNet, the highest 

accuracy is achieved at 97.31%. 

However, we observe that while VGGNet achieves 

better performance, it may be overfitted as shown in 

Figure 5, 6, 7 and 8. The results of the AlexNet 

progressions of the loss and accuracy for each epoch are 

shown in Figure 5 and 6. The model is quite quickly 

converging around 40 epochs and remains stable in both 

scenarios.  The loss of AlexNet suggests that the model 

in good fit condition with its training loss and validation 

loss values decreased to  a stable point and fluctuate with 

only a very small values. 

The progression of the loss and the accuracy of the 

VGGNet model are shown in Figure 7 and 8.  There is a 

big difference between accuracy and loss.  It shows that 

the model has good accuracy but its loss curve suggest 

the model is in an overfit condition.  The training loss 

value continues to decline to a stable point. The 

validation value also declines to a stable point, but tend 

to increase again after epoch 40, so that it has a big gap 

with the training loss value. This may affect the 

robustness of the methods that we would like to 

investigate in future studies. 

From these observations, we may say that while the 

deeper convolutional network might increase loss 

because the gradient may increase dramatically in back 

propagation process when many layers of convolutional 

networks are used.  The number of epochs should be 

evaluated carefully to avoid overfitting or some 

regularizations may be applied to overcome the 

problems. A certain automatic stopping conditions such 

as early stopping could also be implemented. 
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Figure 5. AlexNet Accuracy 

 

 
Figure 6. AlexNet Loss 

 

 
Figure 7. VGGNet Accuracy 

 

 
Figure 8. VGGNet Loss 

 

The study suggests that while the identification may 

benefit from having more convolutional layers, several 

precautions may be needed to avoid overfitting. As 

shown in our experiments of using 5 layers in AlexNet 

and 13 layers in VGGNet indicated that the deeper a 

network, its optimization capabilities can be improved, 

but they tend to overfit more easily.  It shows that the 

optimal depth of a convolutional network helps to 

increase classification accuracy. 

CONCLUSION 

In this study, we develop a clone detection systems 

for tea using Deep Convolutional Neural Networks 

(CNN). Two architectures of CNN, VGGNet and 

AlexNet are applied.  The results proved that the depth of 

the AlexNet and VGGNet model influences their ability 

to produce a good model performance with VGGNet 

shows to be slightly better.  With deeper network, we can 

improve and produce a high accuracy but it is prone to 

overfitting. While AlexNet has networks that are not so 

deep compared to VGGNet, it can produce high accuracy 

with more consistent loss, resulting in a fitting or good fit 

model. 

Our study also points out that the optimization 

algorithm such as Adam may depend on the initial 

learning rate setting to get good performance.  Setting the 

right parameters for CNN architecture, especially for 

VGGNet and AlexNet models to get an optimal training 

time and accurate identification, is still a challenging 

problem. Therefore, future research directions can be 

focused on researching a method to automate the process 

of setting CNN parameters. Developing identifications 

for more types of clones is also in our future plan. 
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